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Abstract—Goal: To achieve high-quality comprehensive
feature extraction from physiological signals that en-
ables precise physiological parameter estimation despite
evolving waveform morphologies. Methods: We propose
Boosted-SpringDTW, a probabilistic framework that lever-
ages dynamic time warping (DTW) and minimal domain-
specific heuristics to simultaneously segment physiologi-
cal signals and identify fiducial points that represent car-
diac events. An automated dynamic template adapts to
evolving waveform morphologies. We validate Boosted-
SpringDTW performance with a benchmark PPG dataset
whose morphologies include subject- and respiratory-
induced variation. Results: Boosted-SpringDTW achieves
precision, recall, and F1-scores over 0.96 for identify-
ing fiducial points and mean absolute error values less
than 11.41 milliseconds when estimating IBI. Conclusion:
Boosted-SpringDTW improves F1-Scores compared to two
baseline feature extraction algorithms by 35% on average
for fiducial point identification and mean percent differ-
ence by 16% on average for IBI estimation. Significance:
Precise hemodynamic parameter estimation with wearable
devices enables continuous health monitoring throughout
a patients’ daily life.

Index Terms—Dynamic time warping, fiducial point, pho-
toplethysmography, interbeat intervals, wearable sensors.

Impact Statement—Boosted-SpringDTW enables the si-
multaneous segmentation of physiological signals into car-
diac cycles and identification of all desired fiducial points
that will lead to high-quality health parameter estimation.

I. INTRODUCTION

H EMODYNAMIC parameter estimation with wearable de-
vices enables continuous health monitoring in outpatient
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settings, thus granting diagnostic insight throughout varying
contexts of a patient’s daily activities. Not commonly cap-
tured in clinical settings, this information contributes to the
early detection of life-threatening illnesses, advanced fitness
tracking, and emotional regulation [1]. Precise parameter es-
timation depends on comprehensive feature extraction from
a stream of physiological signals continuously captured by
conveniently worn wearable devices. Furthermore, features are
extracted from distinguishable peaks, valleys, and slopes within
the waveform that depict key physiological events. For example,
photoplethysmography (PPG) waveform morphology captures
blood flow, which may be mapped to heart rate (HR), interbeat
interval (IBI), blood pressure (BP), and respiration rate (RR)
[2]. However, physiological waveform morphology is highly
sensitive to inter-subject and contextual variations that present
challenges to the heuristics pre-defined by previously developed
feature extraction frameworks [3]. Despite that such variations
may still be considered valid representations of cardiac cycles,
this variability may lead to inaccurate parameter estimation,
ultimately leading to unreliable health diagnoses. In this study,
we introduce a comprehensive feature extraction framework that
adapts to such morphological variations, ensuring high-quality
hemodynamic parameter estimations.

All physiological waveforms that capture blood flow or rep-
resent heart beats – including photoplethysmography (PPG)
[4], electrocardiography (ECG) [5], and bio-impedance (Bio-Z)
[6] – possess a quasi-periodic property corresponding to the
contraction and relaxation of the heart. Typical approaches for
parameter estimation and analysis, beginning with segmenta-
tion, often revolve around hand-crafted fiducial point detection
algorithms that are constrained by domain-specific heuristics
such as average cycle length or plausible amplitude values
[7]–[9]. Unless adaptive thresholding is carefully implemented
to consider all possible sources for morphological variation,
over time as patients age, vascular health evolves, or as the
algorithms are applied to new patients, such methods will
fail when faced with a variation that is not considered in the
general case. Filtering and transformation of the signals to
the frequency domain, such as with Hilbert or wavelet trans-
forms [10]–[12], are more robust, however, they still depend on
effective adaptive thresholding for task-specific identification
algorithms. Alternatively, machine learning and deep learning
[13]–[15] models do not require adaptive thresholding and
are robust to waveform variations, but require an abundant
labelled training dataset with high waveform variance that is
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Fig. 1. Overview of the proposed Boosted-SpringDTW framework that achieves comprehensive feature extraction through cardiac cycle segmen-
tation and fiducial point identification, a) first we combine domain-specific heuristics with morphology-based comparisons from DTW to achieve
cardiac cycle segmentation where ct are candidate endpoints, gt are the max slope amplitudes used to rank candidate endpoints, and dt,m is the
DTW distance between the stream and template waveforms, and b) we use the DTW sample-to-sample mappings to identify fiducial points – Onset
is the cardiac cycle endpoint, MS is the max slope point, and Sys is the systolic peak. We also introduce of a dynamic template that may adapt to
evolving morphologies.

not practical to obtain for patients whose data was not seen in
training.

Dynamic time warping (DTW) shows potential for simulta-
neously identifying all target fiducial points. This established
technique compares the likeness between two signals to pro-
duce sample-to-sample mappings between them without any
prior knowledge on the their underlying physics [16]. Thus,
it has been used for subsequence matching, feature extraction,
clustering, optimization, and signal quality index (SQI) tasks
[17]–[19]. Although it is a good candidate for the objective of
this work, in its original form DTW faces two critical chal-
lenges when segmenting a stream of data. First, quasi-periodic
physiological waveforms contain multiple meta-subsequences
that resemble the morphology of a complete cardiac cycle [20],
which is detrimental to segmentation tasks since incomplete
cycles might be detected. Second, when DTW depends solely
on a single template, waveform comparison quality will decline
when encountering extreme morphological variations. Although
additional innovations have been proposed to encode signal
characteristics to a feature vector that may overcome morpho-
logical variations [21], these approaches become impractical
to determine the optimal feature sets to be used for DTW
comparisons.

In this work, we propose Boosted-SpringDTW as an auto-
mated approach towards comprehensive feature extraction of
physiological waveforms. Particularly, our proposed framework
overcomes the aforementioned challenges associated with the
two common sub-tasks required for analyzing a stream of quasi-
periodic physiological signals: 1) segmentation into cardiac
cycles and 2) identification of all fiducial points. Given a single
template of a typical cardiac cycle, our framework conducts a
probabilistic decision-making process to precisely identify the
true start and endpoints within a waveform stream by leveraging
both minimum domain-specific characteristics of the physio-
logical signal and the generalizable intuitions of DTW. We also
propose a dynamic template that will automatically adapt to new
variations without domain expert intervention. Such automated

comprehensive feature extraction can contribute to the waveform
preprocessing steps required for prediction problems related to
remote health monitoring by extracting actionable information
from physiological signals collected by wearables.

Our contributions in this paper are summarized as follows:
� We introduce Boosted-SpringDTW which simultaneously

identifies all fiducial points of a given waveform stream.
� We propose a probabilistic decision-making process that

enhances DTW with minimal domain-specific heuristics,
thus enabling the analysis of quasi-periodic signals.

� We incorporate an automated dynamic template to adapt
to evolving morphologies.

II. MATERIALS AND METHODS

Boosted-SpringDTW – shown in Fig. 1 – achieves com-
prehensive feature extraction through two sub-tasks solved si-
multaneously: 1) cardiac cycle detection (segmentation) and 2)
fiducial point identification. The segmentation task leverages
minimal prior domain-knowledge of the target signal to first
identify all realistic candidate endpoints for each cardiac cycle.
Then, the true endpoints are distinguished by tracking DTW
distance scores within a reasonable search space constrained by
HR. Fiducial points are simultaneously identified based on the
sample-to-sample mappings. New templates are automatically
generated over time as the waveform morphology evolves. In
this study, we apply Boosted-SpringDTW to streams of PPG
waveforms, however, this approach is applicable to all types
of physiological waveforms. We validate the effectiveness of
our proposed framework when identifying fiducial points for
a physiological parameter estimation task with a benchmark
PPG dataset whose waveforms are impacted by subject- and
respiration-induced variation. The scope of this work includes
analysis of valid cardiac cycles’ waveform morphologies; there-
fore, we exclude those severely corrupted by artifact noise such
as those caused by motion.
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A. Cardiac Cycle Detection & Fiducial Point
Identification

Segmenting physiological signals into cardiac cycles involves
assigning a probability, P (et) to each sample, xt, in the given
stream of PPG waveform, X . This represents the likelihood in
which each sample is either a start or endpoint, et, of a cardiac
cycle (segment) computed as

P (et) = P (ct|xt) ∗ P (d (xt, ym)) (1)

where P (ct) is the likelihood based on the minimal domain-
specific heuristics which consider the underlying physics of the
waveform where ct represents a candidate endpoint in X , and
P (d(xt, ym)) is the likelihood based on morphology similar-
ity evaluated by DTW where d(xt, ym) is the DTW distance
between a given sample of X, xt, and a given sample of the
template waveform Y , ym. Furthermore, the DTW distances
that are typically monitored for subsequence matching in the
standard SpringDTW approach are “boosted” with the domain-
specific heuristic likelihood score to bring forward a probabilis-
tic decision-making process. We describe the computation of
each in the following paragraphs.

We detect the local maxima of a series of likelihood scores to
identify the time steps that are the true cardiac cycle endpoints.
Local maxima are defined by the dominant frequency, f ∗, of the
pulsatile signals, which corresponds to HR. Using a standard
Fast Fourier Transform (FFT) [22] to obtain , f ∗, we estimate
the average cardiac cycle length, lX , for windows of the input
batch with:

lX =
fs
f ∗ (2)

where fs is the sampling rate of X . In this study we used
1-minute batches to compute the average cycle length. The
batch length impacts the precision of the estimated lx, where a
smaller length yields precise estimations robust to fast changes
in HR. However, this requires frequent executions of FFT thus
increasing the overall runtime of the framework. On the other
hand, there should be at least two complete cardiac cycles
present in the batch to prevent detecting dominant frequencies
of incomplete meta-subsequences.
P (ct|xt) is the likelihood that the sample, xt, is a realistic,

candidate endpoint for the type of waveform being analyzed
based on understanding of the physiological processes that com-
pose it. For our experiments we use PPG, where we understand
that start and endpoints for all cardiac cycles can be characterized
by the onset point that immediately precedes the systolic fiducial
point. Therefore, the set of candidate endpoints, C, within a
given batch X includes all local minima and will be scored
based on the steepness of the immediately following peak.
(Discussion of cardiac behavior represented by PPG included
in Supplementary I.A.) This is formulated accordingly:

P (ct|xt) =
gt − min (X ′)

max (X ′)− min (X ′)
(3)

where gt is the value of the max slope point represented in the
first derivative as a peak point, as shown in Fig. 2. All values
in the first derivative of PPG are scaled to where the maximum

Fig. 2. Candidate endpoints are identified in the raw PPG signal and
are assigned a likelihood score based on the gradient of the following
peak.

value is 1 and the minimum value is 0 where the greater the
max slope of the onset following a candidate endpoint, the more
likely that it is a true endpoint. Understanding of cardiac cycle
endpoint features is the only prior domain-knowledge required
for this framework, and this concept is generalizable to all types
of physiological waveforms that measure blood flow.
P (d(xt, ym)) is the morphology-based likelihood – derived

from DTW – that each sample xt in X is a candidate endpoint
based on the comparison of each sample in the input stream
to all points in the template ym in Y , to compose a running
DTW distance matrix, D(X,Y ). Background material on DTW
included in Supplementary I.B. Since the Euclidean distance
of each sample-to-sample comparison is augmented with the
minimum distance most adjacent (or most recently computed)
in the distance matrix, we can consider the distance function
as causal, making the most recent comparison at any given t,
d(xt, ym), to be the most representative metric for similarity
between X and Y at that time. Furthermore, the smaller this
distance value becomes, the more likely the region we are
analyzing is a subsequence (or cardiac cycle). The likelihood
score is computed as follows:

P (d (xt, ym)) = e−γ∗ d(xt,ym) (4)

We leverage the exponential function as it is a monotonically
increasing function that will penalize large d(xt, ym) distance
values appropriately. We also use γ as a scaling factor to normal-
ize the distribution of likelihood scores to be easily comparable
with P (ct|xt), this scaling factor should be determined empir-
ically while considering the scale of DTW distance values and
the amount of influence which the resultingP (d(xt, ym)) should
carry on the final prediction task.

The search for true cardiac cycle endpoints occurs as DTW
distances are computed. The process begins at the first potential
ct, where we expect a corresponding et to exist around the next
lX time steps of the stream with the greatest P (et). By defining
two generalizable parametersα and β, we can define the amount
of tolerance surrounding lX that we will allow to detect an
optimal et. Here, α ∗ lX will be the minimum distance in time
steps after a potential ct, therefore if another candidate endpoint
occurs between the first candidate and lα = ct + α ∗ lX , then
the segmentation process will reset and this new point will
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Fig. 3. True cardiac cycle endpoints are identified as local maxima in
P (et) values within the search space constrained by an average cycle
length, lX , which is derived from local HR.

become the new potential cardiac cycle starting point. Then,
β ∗ lX will be the maximum distance after ct which a valid et
may exist, lβ = ct + β ∗ lX , where we will accept the candidate
endpoint with the greatest P (et) between lα and lβ as the true
et. If no candidate endpoint is detected in this region, then the
algorithm will reset to the next candidate endpoint after lβ . Here,
α and β may be tuned to impact sensitivity of the framework
but ideally the minimum distance should be large enough to
avoid the possibility of false positives (such as detecting a
dicrotic notch of the current cardiac cycle as et in PPG), and
the maximum distance should be greater than lX yet less than
the potential location of non-endpoint fiducial points (such as
the dicrotic notch in PPG) in the subsequent cardiac cycle. This
approach may be visualized in Fig. 3.

B. Automated Dynamic Template

We define the maximum number of templates allowed in the
ensemble, k, and initialize it with a prime template, Y ∗. Then,
analysis of an input waveform batch begins with the prime
template only. After feature extraction concludes for a region
of the batch with a predefined length of u, if there are less
than k templates in the ensemble then a new template will be
generated and added to it. This is accomplished by generating
a consensus sequence based on the cardiac cycles detected in
this region - using DTW barycenter averaging [23] – and its
fiducial points will be annotated by the prime template. Further
explanation of the composition of the consensus sequence is
provided in Supplementary I.C. While multiple templates exist
in the ensemble, each will conduct analysis over the region
independently and the average warping path distance, |wX,Y |,
between each detected cardiac cycle and each template will
be tracked. When all templates have completed their analysis,
the template which yielded the lowest average |wX,Y | will be
predicted as the optimal template, Yopt, which has achieved the
most accurate feature extraction for the set of detected cardiac
cycles. Last, for the case that there are k templates in the
ensemble and Y ∗ �= Yopt, then an update will be triggered and
the least frequently used template will be discarded from the
ensemble. Otherwise, if Y ∗ = Yopt, then an update will not be

Fig. 4. Non-exhaustive set of PPG cardiac cycle morphology varia-
tions that appear in the benchmark dataset.

triggered. This template update protocol is possible due to the
robustness of our cardiac cycle detection phase to at the least
be capable of identifying the true start and endpoints despite
that the fiducial point mapping could potentially be low-quality,
where an additional pass over the most recent segment may be
conducted with the newly generated template to achieve fiducial
point identification with greater precision at the small cost of the
additional time required to re-analyze the input batch.

III. RESULTS

We validate the effectiveness of Boosted-SpringDTW (single
and dynamic template) to achieve comprehensive feature extrac-
tion from PPG waveforms that are impacted by respiration- and
subject-induced morphological variations in the IEEE TBME
Respiratory Rate Benchmark Data Set [24]. Particularly, in the
previous work which introduced this dataset explains how PPG
is impacted by respiration-induced variation with respect to
amplitude (reflected pulse strength), intensity (changes in per-
fusion baseline), and frequency (effective HR) both within and
across subject data – all of which require frequent adapting of
algorithm thresholds to properly identify all waveform fiducial
points. Furthermore, each subject’s PPG data possesses a distinct
waveform morphology that may also evolve over time. Such
variations are best distinguished by the relationship amongst
each fiducial point within a cardiac cycle. In Fig. 4 we visualize
some prominent PPG morphological variations present in the
IEEE TBME Respiratory Rate Benchmark Data Set. The scope
of this study includes the proposed framework’s ability to ana-
lyze variation in valid cardiac cycles’ waveform morphologies;
therefore, we exclude instances severely corrupted by artifact
noise such as those caused by motion. The dataset includes 42
participants – 29 children and 14 adults. Signals are sampled at
300 Hz, and the PPG signals were preprocessed with a 4th order
Butterworth Bandpass Filter with cutoff frequencies of [0.5, 5].
We empirically determined Boosted-SpringDTW parameters α,
β, and γ to be set to 0.7, 1.3, and 5000. We compare performance
to two baselines – the original SpringDTW algorithm [25] and
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Fig. 5. Fiducial points to be identified and used for IBI estimation. The
onset points represent the start and end for each cardiac cycle, the max
slope point gives insight into the rate of change in blood pressure as
the heart contracts, and the systolic peak is directly correlated to the
maximum pressure of the blood flow through this region of the body after
it is pumped from the heart. Each of these fiducial points are commonly
used in the estimation of several physiological parameters, including IBI,
HR, HRV, BP, RR, and others.

adaptive thresholding. SpringDTW detects subsequence end-
points by tracking minimum d(xt, ym) distances over a stream.
Adaptive thresholding leverages amplitude and distance-based
heuristics to detect peak, slope, and valley features with PPG and
its derivative signals. [26], [27]. We then evaluate IBI estimation
with each of the identified fiducial points. To maintain a consis-
tent problem setting in this study, we analyze only solutions that
operate in the time-domain and that do not require training data
to tune model parameters.

A. Fiducial Point Identification

Fig. 5 shows the fiducial points identified for this experiment
that represent key events in the cardiac cycle [4]. We formulate
both a classification and a regression task where each sample in
a PPG stream is labelled as either a systolic peak (SYS), max
slope point (MS), cardiac cycle endpoint (EP), or a non-fiducial
point (NF); and precision is based on the reported timestamp.
All fiducial points were manually labeled with the assistance
of a python-based graphical user interface [28], yielding 27850
SYS points, 27843 MS points, 27926 EP points, 5964423 NF
points. Since there exists a significant class imbalance between
the number of NF points versus the number of SYS, MS, and
EP points, we include evaluation metrics that balance positive
predictions versus the types of negative predictions made by
each model to reflect when a method is overpredicting for the
majority class (NF points) [29]. The evaluation metrics include
precision, recall, F1-score, and root mean squared error (RMSE)
which are computed as follows

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

F1 = 2 · Precision ·Recall

Precision+Recall
(7)

RMSE =

√√√√ 1

F

F∑
i=1

(
T̂i − Ti

)2

(8)

where TP is a correctly labelled fiducial point, TN is a correctly
labelled non-fiducial point, FP is an incorrectly labelled non-
fiducial point, FN is an incorrectly labelled fiducial point, F is
the number of fiducial point observations,Ti refers to the ground
truth timestamp of a fiducial point, and T̂i refers to the predicted
timestamp of a fiducial point. These metrics were computed
for each class of fiducial points independently. When a given
method is overpredicting for the NF class, the recall score will
be low while a high recall score reflects the method’s ability
to distinguish between classes with high precision. RMSE only
compares time distances for positive predictions. Therefore, the
number of samples may vary for each algorithm. Table I shows
the scores for fiducial point identification performance for each
algorithm included in the study where Boosted-SpringDTW-ST
refers to using a single template and Boosted-SpringDTW-DT
refers to using the dynamic template.

B. Physiological Parameter Estimation

We evaluate the estimation of a well-studied physiological
parameter from the detected fiducial points, IBI, which is highly
regarded for health monitoring [30]. IBI is defined as the
time difference between consecutive heart beats and is com-
puted as IBIt = Syst − Syst−1 = MSt −MSt−1 = te − ts.
Therefore, since IBI is the beat-by-beat reflection of HR (where
HR is typically measured as an average of consecutive cardiac
cycles in a time window), analyzing IBI estimation quality
grants a fine-tuned insight into how HR impacts key fiducial
point identification. Ground truth IBI was extracted from the
dataset’s ECG waveform R peaks – also manually annotated. We
evaluate the estimation performance using mean absolute error
(MAE) in milliseconds (ms) and also using Pearson’s correlation
between the closest predicted IBI value in time and the ground
truth measurements with a maximum difference in reported
time of 1 second. We also included a plausibility filter for the
estimated IBI values where estimates that implied HRs below 18
beats per minute (IBI of 300 ms) or above 90 beats per minute
(IBI of 1500 ms) were discarded. This yields 25,874, 65,629,
79,451, and 79,464 valid IBI estimates for SpringDTW, adap-
tive thresholding, and the two proposed Boosted-SpringDTW
frameworks. Results shown in Table II indicate that fiducial point
identification performance is directly linked to the quality of the
resulting estimates for physiological parameters. In addition, in
Supplementary Tables I.E-I and I.E-II we analyze the IBI esti-
mation performance by Boosted-SpringDTW-DT per subject to
grant insight into the notion of inter- and intra-subject variability.

IV. DISCUSSION

Both versions of the proposed Boosted-SpringDTW frame-
work show strong performance for identifying each class of
fiducial points achieving scores over 0.949 for precision, re-
call, and F1. The improved F1 compared to the two baseline
algorithms are the best reflection of overall performance since
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TABLE I
FIDUCIAL POINT IDENTIFICATION PERFORMANCE

TABLE II
IBI ESTIMATION PERFORMANCE

Fig. 6. Generated dynamic templates for six subjects where the single template case achieved F1-scores below 0.95 for identifying MS yet the
dynamic template is able to achieve scores greater than 0.98. The dynamic template update protocol precisely captures intricacies of evolving
waveform morphology.

they represent the balance in TP, FP, and FN predictions. The
dynamic template also yields an additional 1-2% improvement
labelling SYS and MS points. Although the lowest RMSE values
were by SpringDTW, it should be noted that RMSE reflects an
average error of all predictions where this approach yielded far
fewer positive predictions compared to each evaluated method

for each fiducial point thus it was less susceptible to inherently
noisy predictions.

In Fig. 6 we show dynamic templates generated for six sub-
jects where the single template framework previously achieved
F1-scores less than 0.95 for identifying MS points yet we observe
scores over 0.98 with the dynamic template. This is due to the
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Fig. 7. Difference plots evaluating IBI predictions computing using all fiducial points detected by (a) SpringDTW, (b) adaptive thresholding, (c)
Boosted-SpringDTW-ST, and (d) Boosted-SpringDTW-DT.

Fig. 8. Challenges associated with d(xt, ym) trend saturation are
overcome with the P (et) endpoint likelihood score based on boosting.

dynamic template update protocol that adapts to new variations
in waveform morphology.

The top performers for IBI estimation with each fiducial
point are the two versions of Boosted-SpringDTW yielding
MAE scores less than 12 ms and correlation coefficients greater
than 0.98. We observe improved IBI estimation with SYS and
MS points when Boosted-SpringDTW leverages the dynamic
template, yielding a 28.5% improvement in MAE and a 2.0% im-
provement in the correlation coefficient values. In the difference
plots shown in Fig. 7c and Fig. 7d, for all approaches we observe
that error increases as IBI values become larger (indicating a
decrease in HR), thus reflecting that as the HR drops it becomes
more difficult to distinguish cardiac cycles. However, we observe
a smaller margin of error for Boosted-SpringDTW compared to
the two baseline approaches – observed in Fig. 7a and 7b –
and noticeably less outlier predictions when using the dynamic
template. Discussion on runtime analysis is in Supplementary
I.D.

Fig. 8 shows the trend of d(xt, ym) as it is computed over
a PPG stream for each time step and the associated endpoint

likelihood scores. The d(xt, ym) distances are greatest at the
very beginning of a waveform but will reach the local min-
ima when the first possible subsequence is encountered. How-
ever, despite the existence of more optimal subsequences, the
d(xt, ym) values will saturate and gradually continue to increase
since the distance at each subsequent step will accumulate over
time. Since SpringDTW targets sequence matching by detect-
ing local minima for d(xt, ym) it may be prematurely detect
incomplete cardiac cycles. Therefore, we show that Boosted-
SpringDTW’s likelihood scores better distinguish between a
sub-optimal subsequence and an optimal cardiac cycle.

An immediate follow up work for this study would be to
conduct rigorous stress testing to definitively evaluate the max-
imum levels of noise (such as motion noise) which Boosted-
SpringDTW is able to handle. Also, extending the analysis to
different modalities that may present new challenges would lead
to further development of Boosted-SpringDTW capabilities.
Furthermore, exploration into the value of this work to serve
as a preprocessing tool contributing to end-to-end prediction
frameworks. Particularly, Boosted-SpringDTW has the ability
to segment and annotate physiological waveform segments that
represent cardiac cycles which have been fed as input to pre-
diction models pursuing tasks such as physiological parameter
estimation [32]. Last, our framework is capable of providing a
notion of waveform quality for each segmented cardiac cycle
through its comparison to a template waveform – typically
leveraged to measure prediction confidence or uncertainty and
to be explored in future work.

V. CONCLUSION

In this work, we proposed Boosted-SpringDTW to perform
comprehensive feature extraction for remote health monitoring.
We enable the use of DTW for segmentation of quasi-periodic
signals and without the need for pre-defined thresholds by
combining the strengths of simple, minimal domain-specific
heuristics and the generalizable DTW signal analysis method.
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We overcame the challenges associated with morphological
variations in PPG with the notion of a dynamic template. We
validated performance by evaluating precision, recall, F1-score,
and RMSE performance when attempting to identify SYS,
MS, and EP points of a collected PPG signal induced with
variation in signal morphology due to inter-subject variability
and respiratory behaviors. The proposed framework achieved
superior performance for the fiducial point identification task
compared to the original SpringDTW implementation and to
the standard adaptive thresholding approach. This led to superior
IBI estimation by Boosted-SpringDTW frameworks.

REFERENCES

[1] S. Majumder, T. Mondal, and M. Deen, “Wearable sensors for remote
health monitoring,” Sensors, vol. 17, no. 1, 2017, Art. no. 130.

[2] S. Balambigai and P. Jeevitha, “A survey on investigation of vital human
parameters from photoplethsmography signal to predict the risk of cardio-
vascular diseases,” in Proc. 4th Int. Conf. Adv. Comput. Commun. Syst.,
2017, pp. 1–4.

[3] H. Shin and S. D. Min, “Feasibility study for the non-invasive blood
pressure estimation based on ppg morphology: Normotensive subject
study,” Biomed. Eng. Online, vol. 16, no. 1, pp. 1–14, 2017.

[4] D. Castaneda, A. Esparza, M. Ghamari, C. Soltanpur, and H. Nazeran,
“A review on wearable photoplethysmography sensors and their potential
future applications in health care,” Int. J. Biosens. Bioelectron., vol. 4,
no. 4, 2018, Art. no. 195.

[5] A. Gacek and W. Pedrycz, “A granular description of ECG signals,” IEEE
Trans. Biomed. Eng., vol. 53, no. 10, pp. 1972–1982, Oct. 2006.

[6] K. Sel, D. Osman, and R. Jafari, “Non-invasive cardiac and respi-
ratory activity assessment from various human body locations using
bioimpedance,” IEEE Open J. Eng. Med. Biol., vol. 2, pp. 210–217, 2021.

[7] E. Peralta, J. Lazaro, R. Bailon, V. Marozas, and E. Gil, “Optimal fidu-
cial points for pulse rate variability analysis from forehead and finger
photoplethysmographic signals,” Physiol. Meas., vol. 40, no. 2, 2019,
Art. no. 25007.

[8] B. Ibrahim and R. Jafari, “Cuffless blood pressure monitoring rom an array
of wrist bio-impedance sensors using subject-specific regression models:
Proof of concept,” IEEE Trans. Biomed. Circuits Syst., vol. 13, no. 6,
pp. 1723–1735, Dec. 2019.

[9] S. Yazdani and J. - M. Vesin, “Adaptive mathematical morphology for
QRS fiducial points detection in the ECG,” in Proc. Comput. Cardiol.,
2014, pp. 725–728.

[10] D. Cvetkovic, E. D. Übeyli, and I. Cosic, “Wavelet transform feature
extraction from human PPG, ECG, and EEG signal responses to ELF
PEMF exposures: A pilot study,” Digit. Signal Process., vol. 18, no. 5,
pp. 861–874, 2008.

[11] A. Chakraborty, D. Sadhukhan, and M. Mitra, “A robust PPG on-
set and systolic peak detection algorithm based on Hilbert transform,”
in Proc. IEEE Calcutta Conf., 2020, pp. 176–180, doi: 10.1109/CAL-
CON49167.2020.9106571.

[12] M. Singla, S. Azeemuddin, and P. Sistla, “Accurate fiducial point detection
using haar wavelet for beat-by-beat blood pressure estimation,” IEEE J.
Transl. Eng. Heal. Med., vol. 8, pp. 1–11, 2020.

[13] S. - W. Lee, D. - K. Woo, Y. - K. Son, and P. - S. Mah, “Wearable bio-
signal (PPG)-based personal authentication method using random forest
and period setting considering the feature of PPG signals,” JCP, vol. 14,
no. 4, pp. 283–294, 2019.

[14] K. Xu, X. Jiang, H. Ren, X. Liu, and W. Chen, “Deep recurrent neural
network for extracting pulse rate variability from photoplethysmography
during strenuous physical exercise,” in Proc. IEEE Biomed. Circuits Syst.
Conf., 2019, pp. 1–4, doi: 10.1109/BIOCAS.2019.8918711.

[15] M. Wasimuddin, K. Elleithy, A. - S. Abuzneid, M. Faezipour, and O.
Abuzaghleh, “Stages-based ECG signal analysis from traditional signal
processing to machine learning approaches: A survey,” IEEE Access, vol. 8,
pp. 177782–177803, 2020.

[16] D. J. Berndt and J. Clifford, “Using dynamic time warping to find patterns
in time series,” in Proc. 3rd Int. Conf. Knowl. Discov. Data Mining, 1994,
pp. 359–370.

[17] V. Athitsos, P. Papapetrou, M. Potamias, G. Kollios, and D. Gunop-
ulos, “Approximate embedding-based subsequence matching of time
series,” in Proc. ACM SIGMOD Int. Conf. Manage. Data, 2008,
pp. 365–378.

[18] C. Keskin, A. T. Cemgil, and L. Akarun, “DTW based clustering to
improve hand gesture recognition,” in Proc. Int. Workshop Hum. Behav.
Understanding, 2011, pp. 72–81.

[19] Q. Li and G. D. Clifford, “Dynamic time warping and machine learning
for signal quality assessment of pulsatile signals,” Physiol. Meas., vol. 33,
no. 9, 2012, Art. no. 1491.

[20] Y. Wan, X. - L. Chen, and Y. Shi, “Adaptive cost dynamic time warping
distance in time series analysis for classification,” J. Comput. Appl. Math.,
vol. 319, pp. 514–520, 2017.

[21] J. Zhao and L. Itti, “Shapedtw: Shape dynamic time warping,” Pattern
Recognit., vol. 74, pp. 171–184, 2018.

[22] H. J. Nussbaumer, “The fast Fourier transform,” in Fast Fourier Trans-
form and Convolution Algorithms, Berlin, Germany: Springer, 1981,
pp. 80–111.

[23] D. Schultz and B. Jain, “Nonsmooth analysis and subgradient methods for
averaging in dynamic time warping spaces,” Pattern Recognit., vol. 74,
pp. 340–358, 2018.

[24] W. Karlen, S. Raman, J. M. Ansermino, and G. A. Dumont, “Multipa-
rameter respiratory rate estimation from the photoplethysmogram,” IEEE
Trans. Biomed. Eng., vol. 60, no. 7, pp. 1946–1953, Jul. 2013.

[25] Y. Sakurai, C. Faloutsos, and M. Yamamuro, “Stream monitoring under
the time warping distance,” in Proc. IEEE 23rd Int. Conf. Data Eng., 2007,
pp. 1046–1055.

[26] H. S. Shin, C. Lee, and M. Lee, “Adaptive threshold method for the
peak detection of photoplethysmographic waveform,” Comput. Biol. Med.,
vol. 39, no. 12, pp. 1145–1152, 2009.

[27] A. Chakraborty, D. Sadhukhan, and M. Mitra, “An automated algorithm to
extract time plane features from the PPG signal and its derivatives for per-
sonal health monitoring application,” IETE J. Res., vol. 68, pp. 379–391,
2019.

[28] A. Fedjajevs, W. Groenendaal, C. Agell, and E. Hermeling, “Platform for
analysis and labeling of medical time series,” Sensors, vol. 20, no. 24,
2020, Art. no. 7302.

[29] J. M. Johnson and T. M. Khoshgoftaar, “Survey on deep learning with
class imbalance,” J. Big Data, vol. 6, no. 1, pp. 1–54, 2019.

[30] F. Shaffer and J. P. Ginsberg, “An overview of heart rate variability metrics
and norms,” Front. Public Health, 2017, Art. no. 258.

[31] S. Aeschbacher et al., “Heart rate, heart rate variability and inflammatory
biomarkers among young and healthy adults,” Ann. Med., vol. 49, no. 1,
pp. 32–41, 2017.

[32] D. Lee et al., “Beat-to-beat continuous blood pressure estimation using
bidirectional long short-term memory network,” Sensors, vol. 21, no. 1,
2021, Art. no. 96.

https://dx.doi.org/10.1109/CALCON49167.2020.9106571
https://dx.doi.org/10.1109/CALCON49167.2020.9106571
https://dx.doi.org/10.1109/BIOCAS.2019.8918711


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


