Using Intelligent Personal Annotations to Improve Human Activity Recognition for Movements in Natural Environments

A. Akbari, R. Solis, Student Member, IEEE, R. Jafari, Senior Member, IEEE, and B. J. Mortazavi, Member, IEEE

Abstract—Personal tracking algorithms for health monitoring are critical for understanding an individual's life-style and personal choices in natural environments (NE). In order to train such tracking algorithms in NE, however, annotated data is needed, particularly when tracking a variety of activities of daily living. These algorithms are often trained in laboratory settings, with expectations that they will perform equally well in NE, which is often not the case; they must be trained on annotated data collected in NE and wearable computers provide opportunities to collect such data, though the process is burdensome. Therefore, we propose an intelligent scoring algorithm that limits the number of user annotation requests through the confidence of predictions generated by the tracking algorithm and automatically annotating data with high confidence. We enhance our scoring algorithm by providing improvements in our tracking algorithm by obtaining context data from hearable sensors. Each specific context of a user bounds the set of activities that can likely occur, which in turn improves the tracking algorithm and confidence. Finally, we propose a hierarchical annotation approach, where repeated use allows us to ask for detailed annotations that differentiate fine-grained differences in ways individuals perform activities. We validate our approach in a diet monitoring case study. We vary the number of annotations requested per day to evaluate model accuracy; we improve accuracy in NE by 8% when restricting requests to 20 per day and improve F1-score of activities by 11% with hierarchical annotations, while discussing implementation, accuracy, and power consumption in real-time use.
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I. INTRODUCTION

Personal health monitoring and tracking has become more feasible through ubiquitous, wearable sensors, such as smartwatches [1]. Systems built around these devices can track personal activity and query individuals for understanding behavior and health [2, 3]. For example, tracking food intake enables users to maintain a healthier diet. To train tracking algorithms, extensive amounts of data including sensor readings and their corresponding annotations are needed. However, such algorithms do not often generalize well, as they are usually trained on data obtained under well-defined experimental setups that are annotated by a second party [4, 5]. To overcome this issue, many systems require users to annotate data, which can become burdensome [6, 7]. Therefore, a system that collects such data from wearable devices while intelligently requesting annotations is needed.

Annotated datasets are often obtained through well-defined protocols under constrained settings in laboratories [8]. Consequently, the collected data does not necessarily represent that of natural environments (NEs). Therefore, any algorithm trained on these datasets may perform poorly in NEs. In a posture detection study authors found that although the miss-classification rates with data collected in lab were around 9%, this rate increased to 33.3% outside of lab [5]. To solve this issue, data must be collected and annotated in NEs; however, this is challenging and typically requires extensive user interactions with the system.

In NEs, annotations are usually gathered manually by users. Manual logging of activities, such as dietary intake, activities performed, and locations visited is a burdensome process that often sees greatly reduced user compliance and poor quality due to user recall bias [6, 7]. For example, in remote cardiac rehabilitation, patients self-log their exercise and activities and then communicate their notes to their physicians [9]. Unfortunately, this overhead often causes them to drop out of programs [10, 11]. A study in mental wellness reported reduced adherence rates of users when they were asked to answer an average of eight stress related questions a day [7]. In dietary monitoring, adherence reduction has also been observed [12]. Users forget to log food intake, do not want to log for privacy reasons, or simply find the benefits are not outweighed by the burden of annotating their eating patterns. If systems leverage technology that involves additional passive sensing, observations captured can infer logging and reduce the burden of manual logging by automating most of the process, potentially increasing user adherence.

Different approaches to automatic data annotation have been proposed, aiming at asking users for annotations only when...
needed. Such algorithms are mostly based on a classification model's probability output. For example, semi-supervised approaches, such as self-learning [13] and co-training [14], use the probability returned by a classifier to guide their labeling process, requiring annotations only when the model's output probability is below a threshold. However, these approaches can overfit and may ignore samples for which the classifier's probability output was high, even though the assigned label was incorrect. Automatic labeling approaches, such as active learning (AL), and other approaches that obtain labels directly from users, like experience sampling methods (ESM), increase accuracy at higher rates [15, 16]; however, such approaches do not limit user interactions, likely impacting adherence [17]. We propose a system for data collection in NEs that intelligently prompts users for annotations when required, minimizing user annotation burden and facilitating longitudinal studies.

This paper is an extension of our preliminary study that analyzed the usage of environmental information and a score that drove annotation requests from users [18]. In this paper, we leverage contextual information obtained from the environmental sensors to enhance the capability of the system in predicting activities. To obtain user annotations, we propose a score that considers not only the confidence and capability of the classifier, but also the natural capability of humans in responding to prompts. Moreover, we show how this system can obtain fine-grained contextual and physical information from the user. Knowing fine-grained details about how or in what situation an activity is being performed could provide vital insight about the user’s behaviors and life style, as well as improve recognition accuracy for movements more common to that user’s daily life. Additionally, fine-grained information can also provide contextual information for various healthcare applications. Therefore, not only is it important to detect if an activity is happening (e.g., eating), but it is also important to understand details about the activity (e.g., eating soup versus eating a sandwich while walking). We also investigate the overhead of running the proposed algorithms on a smartwatch for data collection and personalization in NEs, evaluating power and computational resource consumption in online system utilization. Finally, we discuss a diet monitoring study we conducted in real world scenarios in the presence of other activities of daily living (ADL), allowing for individual user variation. The contributions of this work are as follows:

- Analysis of a proposed scoring algorithm for driving intelligent annotations.
- Analysis of hierarchical models for fine-grained activity recognition.
- Analysis on the impact of running deep learning models on a device with limited computational power.
- A validation of the proposed platform and algorithms in a diet monitoring study.

II. RELATED WORK

A. Data Collection Platforms

Different collection platforms for activity monitoring have been proposed in the literature. A data collection system using a smartwatch, smartphone, and micro-location data provided by Bluetooth low energy (BLE) beacons was proposed [4]. The authors used custom-made beacons, which potentially impacts scalability. Another system aimed at centralizing the data collection for activity recognition in a single device rather than involving multiple devices and sensors [19]. The platform performs activity recognition but is limited by the collection of data from the singular platform source. We aim for flexibility without the overhead of additional sensors.

B. Annotations

Some approaches to annotations in NEs are automatic while others require users to manually provide labels. Manual annotation requires significant interaction from the user, often resulting in boredom and lack of adherence [7, 20], reducing the response rate by as much as 67% [7]. Previous studies on ESM, reported that users lost interest on providing information when the requests were too frequent [21]. A similar lack of adherence was reported in a diet monitoring study as participants left the novelty period [12]. Additionally, cumbersome approaches for requesting labels can result in incorrectly annotated data or lack of annotated data [20]. AL approaches such as co-training [14], en-co-training [22], and democratic co-learning [23] attempt to automate the annotation process based on the classifier's uncertainty by identifying key samples to label [24]. However, most of the approaches do not pay special attention to limiting the number of annotations requested per day [25]. A solution is needed that reduces user burden by limiting user interaction and automating most of the annotation process. This study augments AL and ESM approaches with a score-based algorithm to identify critical samples and limit user interactions.

C. Diet Monitoring

Audio processing, inertial measurement unit (IMU) data processing, and the development of wearable devices are among the most popular approaches followed for eating detection. In one study, the processing of audio signals captured through smartphones was used to predict family eating moments [26]. However, the goal was to detect eating moments of a group of people rather than per individual. Therefore, the approach was only tested within home settings. Accuracy of 80% was achieved in detecting eating moments using wrist-worn inertial sensors [27]. However, this accuracy was achieved in laboratory conditions.

There are only a few studies that detect eating moments with wrist-worn sensors such as smartwatches in uncontrolled real-world scenarios. IMU data from smartwatches has been used for eating moment detection and F1-score of 0.76 was achieved [17]. However, to train their recognition models, researchers had to collect labeled data by capturing video of each participant in lab settings. Then, they tested their platform in NEs. They asked subjects to hang a smartphone around their necks. The smartphone captured images every 60 seconds and the users were then able to manually label the starting and ending times of the eating moments. This annotation process involved many user interactions as users were required to analyze each image before annotating. Accuracy of 48% was achieved in detecting eating moment with wearable sensors in another study with the ability to distinguish between different types of bites [28].

Some wearables come in the form of necklaces or are placed close to the mouth for detecting chewing events. The EarBit aimed at detecting eating moments by detecting chewing events
in an uncontrolled environment and it achieved F1-score of 0.8 [29]. However, video recordings were required to perform labeling. Moreover, this system is not convenient for the users. A similar work built a wearable device composed of a necklace with an embedded piezoelectric sensor that captured vibrations in the users’ necks [30]. Whenever users would eat, the sensor would capture the vibrations produced by muscle contractions in the throat. From such vibrations they were able to recognize solids and liquid food swallow events. Similarly, another approach used piezoelectric and accelerometer sensors embedded in eyeglasses for the real-time recognition of eating moments and non-eating moments [31]. However, the development of new wearable sensors should be investigated further on usability and pervasiveness.

III. METHODS

We developed a platform and scoring algorithm based on a classifier’s uncertainty that drives user annotations to reduce the number of user interactions. To reduce the classifier’s uncertainty, we leveraged contextual information from nearable BLE devices. Additionally, considering the health benefits of knowing user activities in detail, we developed a hierarchical approach for detailed activity recognition as a first step towards more detailed questioning for fine-grained annotations. To assess usability for data collection in NEs, we evaluated our algorithms’ overhead when running in a smartwatch.

A. Platform for Data Collection

To enable data collection in NEs and to facilitate longitudinal studies, we aimed for a pervasive wearable platform for data collection. Most smartwatches can collect multiple types of sensor data, such as inertial measurement unit (IMU) and heart rate, so we selected this as our data hub. Additionally, most smartwatches are equipped with Bluetooth technologies enabling connection with external sensors, such as chest straps for measuring breathing rate [32] for a wider range of studies. This increases the range of possible sensor data that can be aggregated by the device.

The biggest disadvantage on using a wearable device, such as a smartwatch is the reduced computational power and energy capacity. Such restrictions play an important role as we base our solution in deep learning models, which are effective but are well known for being computationally demanding [33]. Therefore, we performed the training phase of the models on an external computer and then loaded the models on the smartwatch to be used in the testing phase. We then evaluated the computational costs of generating predictions.

The proposed platform is shown in Fig. 1. In this study, we chose to use a Polar M600 watch (an Android-based Wear OS watch) with an IMU sampled at 20Hz and heart rate monitor embedded within sampled at 1Hz, and an Intel Next Unit of Computing (NUC) as the external server component. Additionally, the smartwatch also captured BLE addresses from nearable BLE devices with the aim to collect additional information that can be used to aid the annotation process. Global Positioning System (GPS) data tends to consume a lot of energy and users might feel that their privacy is compromised [34, 35, 36], BLE beacons, however, can be placed at specific locations as a low energy alternative for location detection [37] without privacy concerns. This platform can continuously collect data for an average of 10-12 hours. We expected users to use the smartwatch during the day to collect and annotate data. At the end of the day, users would plug the watch into the NUC for charging and retrain models in the NUC overnight so that in the morning the newest changes were already on the watch.

B. Utilizing Environment Context for More Accurate Models

Considering the benefits of context-aware approaches, available environmental information should be leveraged to reduce user annotation burden through increased recognition accuracy. Robust models which capture the complex nature of data collected in daily living decrease this uncertainty. For example, if a user is in the car, the probability of eating is lowered. Here, we used environmental data to cluster user activities, to build context-specific models where the number of activities we aimed to recognize were reduced if the likelihood of some activities in some contexts was extremely low. In fact, when the probability of an activity in a specific context is low, we can remove that from the set of classes that should be detected by the classifier. In other words, contextual information helps reduce the search space of activity classification by ignoring the activities that are not probable in a certain context. To obtain environmental data, we used nearby sensors, namely, addresses broadcasted by nearable BLE devices.

Environment was identified by detecting consistent, repeated BLE addresses. Hence, the usefulness of this contextual information in reducing the search space of activities highly depends on the user’s routine and training data of the context. If the user repeatedly performs certain activities in a specific location, then the context will be very effective in reducing the search space. However, if the user visits new places more often, then the context will be unknown and cannot be used for reducing the search space effectively.

Every day the system was exposed to several unique BLE addresses. So, to recognize a repetitive pattern in BLEs, we considered their co-occurrence, with an assumption that in certain places where there are static devices, they tended to be observed with each other in all visits to that place. Therefore, the co-occurrence of addresses meant that they likely belonged to the same location. Subsequently, we stored the BLE observation data in a graph structure. In this graph, every vertex represented a BLE address, and edges represented the number of co-occurrences at different locations. Given a list of BLEs seen at a time frame, we considered all pairs of BLEs and
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**Fig. 2.** (a) Data samples with uncertainty that is too low or too high are more likely to request annotation. (b) Probability of asking questions decreases as the system gets closer to the limit of questions. (c) The label is asked for the points that are far from the centroid of training data but not for outliers.

We clustered the activities based on their locations and their inherent similarity so that we could model similar activities together. Each specific context was associated with a certain set of activities. Therefore, we learned contexts that maximized the likelihood of the observation of those specific activities. We learned unknown contexts and the distribution of each user's specific activity likelihood in each of these contexts to improve event recognition. This was determined in an expectation maximization (EM) approach where the mixture components were context-specific activity recognition models learned on annotations identified by the user, and the activity detection improved under that reduced search space. This was achieved by defining the log-likelihood of observing activities given contexts as:

\[
\log p(\text{ACTIVITY}|X, \theta) = \sum_{n=1}^{N} \log p(\text{activity}_n|x_i, \theta) = \sum_{n=1}^{N} \log \sum_{c=1}^{N_c} P(\text{activity}_n, c_i = c|x_i, \theta) 
\]

(1)

where \( \theta \) are the mixture component parameters, \( N \) is the number of data samples, and \( c \) is the number of expected clusters (contexts) to which each data point belongs.

In this unsupervised formulation, clusters did not necessarily contain environmental information. To inject this information into the latent variables, the E-step of the EM algorithm was regularized with the Kullback-Leibler (KL) divergence [38]. The KL divergence was used as a measure of similarity between two distributions to penalize the posteriors that were less similar to the context distribution collected from user annotations. Therefore, the E-step in EM algorithm was changed as:

\[
q^{k+1} = \arg \max_{q} E_{q^{k+1}} \log p(X, C|\theta) - \lambda KL(q|\text{context})
\]

(2)

which promoted posterior distributions more similar to environmental distribution in order to inject environmental meaning into them. The M-step remained as standard in EM to improve activity recognition tasks [39].

To implement our context-aware system, two separate neural networks were used. One network was dedicated to environment estimation. The other network performed user activity recognition given sensor readings and the location estimated by the first network. Each iteration had two substeps: environment estimator training and environment-aware classifier training. In the first substep, the environment estimator was optimized, and the environment-aware classifier was fixed. Therefore, in the first substep the environment estimator network optimized the location distribution given the environment-specific model. In the second substep, the environment-aware classifier network was optimized given the distribution over locations, which was the output of the environment estimator network.

The number of different environments was considered a hyperparameter that represented the number of mixture models. In our supervised approach, we chose the number of environments to be the number of places for which each user had annotated data. In (2), \( \lambda \) was the penalty parameter used to constrain the posterior distribution over environments. This varied the impact of environment on the event recognition, allowing activities that do not belong to certain environments to still be detected. We performed a grid search on \( \lambda \) between \([0 - 10]\) in increments of 1 to evaluate the improvement in event recognition. We limited ourselves to 10 as we observed that the largest impact came when \( \lambda \) changes from zero to one, and we observed that the impact lessened with each subsequent increase, likely due to our coarse-grained definition of location.

**C. Intelligent Annotation**

With an accurate, environment-aware classifier, we then focused on intelligent annotations to enhance the use of wearable sensors in NEs. To increase the accuracy through a better training dataset, the system needed to have label information for critical and novel samples. These novel observations were created by variations in the way an activity could be performed, or an event could happen. This challenge became more significant when algorithms were trained on the data of certain users but used by a new user. Thus, the system needed to update over time. To address this issue, the system must have access to the labels for those novel observations for retraining. This information was obtained by asking the user for data annotations. Those annotations were then used to improve accuracy and generalizability of the system through retraining.

We developed a score for identifying the importance of a sample by taking into account the following parameters: 1) the classifier’s uncertainty \( C(p(y|X)) \), 2) the number of questions
that have already been asked in a day $\phi(k)$, 3) the confusion matrix $\gamma$, and 4) the similarity of the input data to the previously observed data $D(X)$. The proposed score $S$ is calculated as:

$$ S = \alpha_1, C(p(y|X)) + \alpha_2, \phi(k) + \alpha_3, \gamma + \alpha_4, D(X) $$

(3)

where $\alpha_{1-4}$ are hyperparameters that determine the importance of each score parameter on the final decision. We performed a grid search to choose these hyperparameters by changing the values in the range of 0 to 1 with steps of 0.25, and we found the best set of parameters given our training data to achieve the highest accuracy in cross validation performance.

The intuition behind each parameter in (3) are as follows. Very low confidence, or very high confidence indicated that the predicted label could be wrong because of noise or overfitting. We calculated the mean and standard deviation (SD) of the output of the classifier $p(y|X)$; the probability of each activity to be correct, for all classes over all training data. For class $j$, $\mu_j^y$ is the mean and $\sigma_j^y$ the SD of the probabilities given by the classifier over the whole training data. For a new sample, the value of $C(p(y|X))$ was calculated as:

$$ C(p(y|X)) = \begin{cases} 0, & \text{if } |p(y|X) - \mu_j^y| < \sigma_j^y \\ \frac{K-k}{K}, & \text{otherwise} \end{cases} $$

(4)

illustrated in Fig. 2-a, where $c = \text{argmax} p(y|X)$.

To reduce the user burden, the number of questions that could be asked per day was restricted to $K$. If the system had already asked the user several times within a day, then asking more questions should be done less frequently and only when really needed. The probability of asking questions is calculated as:

$$ \phi(k) = \frac{K-k}{K} $$

(5)

where $k$ is the number of questions already asked. When $k$ is large, the probability of asking questions is reduced as depicted in Fig. 2-b.

Classifier’s uncertainty cannot always be trusted [40], so it should not be the only deciding factor. For classes which the system usually predicts correctly, fewer user annotations were needed but some might still be necessary. However, for classes on which the system makes mistakes, there was a need to request user annotations more frequently. This is calculated as:

$$ \gamma = \frac{TP_c + FN_c}{TP_c} $$

(6)

where $TP_c$ is the true positive and $FN_c$ is the false negative for the class $c$, which is the decision of the classifier $c = \text{argmax} p(y|X)$.

Finally, if the input data was not like the data of any detected class $c$, the sample could potentially be an unseen data type, and a prompt for user annotation would occur. On the other hand, that data could be an outlier, not requiring user prompting. To address this complication, as depicted in Fig. 2-c, the method analyzed the Euclidean distance between the current sample $X$ and the mean point of the training data that belongs to the same class $\mu_j^X$ as:

$$ D(X) = \begin{cases} 0, & \text{if } |X - \mu_c^X| < m \ast \sigma_c^X, \text{or} \\ \frac{|X - \mu_{neighbor}^X|}{\max(|X - \mu_j^X|)}, & \text{otherwise} \end{cases} $$

(7)

where $\mu_c^X$ is the mean of all training data that belong to class $c$, $\sigma_c^X$ is their SD, and $c = \text{argmax} p(y|X)$ is the decision of the classifier. The closest mean class point to the sample $X$ is $\mu_{neighbor}^X$ and its SD is $\sigma_{neighbor}^X$. The maximum distance from the input $X$ to the mean of any class is given by $\max(|X - \mu_j^X|)$ and is used to normalize the value of $D(X)$.

Here, $m$ and $n$ are hyper parameters that are chosen empirically. In our study $m = 1$ and $n = 5$. In (7), for a sample that is close to the other samples of the same class, the probability of asking is then reduced. Similarly, the probability is reduced for a sample that is farther than all class boundaries, as it was a candidate of being an outlier new activity.

After calculating $S$, it was compared to a constant threshold parameter $Th$. The instances for which the score was higher than the threshold were nominated for user annotation. However, a single windowed prediction may not be accurate. Additionally, most ADLs, such as eating, occur as longer, cyclical, repetitive motions. Thus, $S$ was calculated for a series of consecutive windows. If $S$ was higher than $Th$ for $N$ times within the last $T$ windows, the system asked the user for that specific time interval. In this work, $T$ was set to 10 (30 seconds) and $N$ was set to 5.

The maximum number of annotations requests a user could get in a day is indicated by $K$. Assuming each day of data collection to be approximately 12 hours, the number of annotations $K$ was set empirically to 20. This was determined since a user would likely not annotate data more than 1 to 2 times every hour. The impact of $K$ on classifier accuracy will be discussed further in the experimental evaluation. The value for $Th$ on which the algorithm determined whether to ask for an annotation was heuristically set to 0.4, as most scores fell within the range (0.2, 0.5). Higher values discouraged the algorithm from requesting annotations, causing fewer annotations, which would cause a reduction in the classifier’s accuracy. On the other hand, lowering the threshold caused the algorithm to request annotations on unimportant samples, limiting accuracy improvements.

### D. Activity Recognition Model

We discussed the importance of context-awareness on obtaining more accurate models for reducing uncertainty. In addition, personalization through intelligent annotation not only offered increased model accuracy, but it also enhanced user annotation experience. In this section, we explain the details of the activity recognition models proposed in this study.

We evaluated convolutional neural networks (CNN) and long short-term memory (LSTM) networks as both are capable of automatic feature extraction [41]. Training such networks is known to be computationally demanding. However, as this process was completed in an external device in our proposed platform, it seemed reasonable to consider both approaches, and compare impact of inferences on smartwatch performance. We
tested four different architectures for activity recognition, illustrated in Fig. 3.

Architecture 1 is one of the most commonly used in CNN approaches. The first two convolutional layers extracted low and high-level features respectively, and then the dropout layer reduced the model’s likelihood of overfitting. The max-pool layer reduced the model parameter complexity, which is of particular importance as the number of parameters correlates to the computational power needed for running inferences. Architectures 2 and 3 were proposed as low-complexity alternatives to Architecture 1. Architecture 4 was like Architecture 1, with explicit extraction of time features through the LSTM layer.

To select the best architecture, we trained each of them using the raw sensor data and evaluated their performance. To evaluate how the models would behave in future data, the training set was composed of the first weeks of collected data (varying from 2-3 weeks), and the test set was the last week of data. The architecture selection was accomplished by training each of the architectures using the data collected in the diet study. To feed the data to the models we used a sliding window of 6 seconds with 50% overlap on the 6 sensor channels from accelerometer and gyroscope. Thomaz et al. found that the optimal window for the detection of eating moments was 6 seconds [17], so we used this timing for our extraction. Each window of data was then assigned its label and the window of data along with its label was fed into each model. For each architecture, we evaluated different batch sizes and epoch numbers, and selected the architecture that showed best performance. For hyperparameter tuning we followed a grid-search approach.

1) **Fine-grained Annotations**

Knowing fine-grained details about how or in what situation an activity was performed could provide vital insight about user data. By fine-grained annotations/activities we mean various versions of an activity that can be performed in different situations/under different contexts. For example, in eating activity, different variations are eating while sitting and eating while walking; or it could be eating soup versus sandwich. We call the fine-grained labels subclasses of a parent activity. Although those subclasses are distinguishable due to their inherent differences, they share several similarities that makes it difficult to distinguish them as shown in Fig. 4. Moreover, given their similarities, they can fall into a bigger parent class. Formally, for input signal, \( X \), which is the vector of sensor readings, we assume there is a parent label \( y \in \{P^1, P^2, ..., P^L\} \) available, where \( P^i \) is \( i^{th} \) parent class (i.e., activity) and \( L \) is the total number of activity classes. Moreover, we assume there could be a subclass annotation available for this sample as \( y' \in \{S^i_1, ..., S^i_{K^i_1}, S^i_2, ..., S^i_{K^i_2}, ..., S^i_{K^i_L}, ..., S^i_{K^i_L}\} \) where \( S^i_j \) is \( j^{th} \) subclass of \( i^{th} \) parent class, and \( K^i_j \) is the total number of subclasses of the \( i^{th} \) parent class. Depending on the availability of the fine-grained (i.e., subclass) labels and regardless of the specific type of activity, the proposed hierarchical model can improve detection of fine-grained activities by first detecting the parent classes. Later in this section, we try to show the use case of this model with a synthetic dataset in addition to our dietary dataset as well as two publicly available datasets of activity recognition with various parent-subclass labels. It should be noted that the range of the granularity that the system can handle depends on the distinguishability of the motion signals of the activities. For example, consider the subclasses of eating activity. In this case, for subclasses including eating while sitting and eating in rush, for example during walking, the movement patterns are distinguishable given the eating has been detected as the parent class. Thus, after successful detection of the parent class, the system can detect those sub-classes well even among a large set of various activities. On the other hand, detecting fine-grained subclasses such as eating soup versus eating pasta would be very challenging by using merely hand motion signals since those sub-class have very similar motion patterns.

In our dietary monitoring case study, eating detection is essentially detecting the movement of the hand, which is augmented by the contextual information about users’ environment. In eating detection, eating versus no eating would be the parent classes and eating in rush or eating while sitting would be subclasses. Detecting such subclasses directly from the sensor data was challenging due to sparsity of labels and person-to-person variation. Moreover, the patterns of the signals in the subclasses could be very similar to each other as in certain cases they were a composition of multiple activities. For instance, eating in a rush could be a composition of eating and walking activities, which makes its movement pattern very similar to the walking. To overcome this challenge, we augmented our system with a hierarchical classification and
annotation approach. The classification started by detecting the parent class from user’s motion data. During the personalization phase, after detecting the parent label, if confident, we asked the user more specific labeling questions. Understanding the parent activity was critical to ask the user right questions, if needed. In the testing phase the output of the parent class detection, the primary classifier, was leveraged to augment the model for detecting the subclasses. The output of the primary classifier (i.e., parent class detection), along with the motion signals were fed as inputs to the secondary classifier to detect the subclasses more accurately. These probabilities were used in the scoring algorithm, and for our case study we limited the hierarchical labels to two levels.

To validate the hierarchical approach, we performed two experiments: one on synthetic data and one on a publicly available dataset. The synthetic dataset in Fig. 4 had two features and was composed of 3 parent classes, each with 2 or 3 subclasses. The goal was to understand if the hierarchical classification could improve the performance compared to the case of classifying the subclasses directly. We defined a simple network architecture with 2 hidden layers of 16 and 8 neurons respectively with \textit{relu} activation as the primary classifier for detecting the parent class. The output of this network used \textit{softmax} activation function that generated three values between zero and one corresponding to the probability of each of three parent classes. The secondary classifier, which was the one to detect subclasses, had the same architecture as the primary classifier. However, in addition to two features, the three probabilities generated by the primary classifier were fed as input to this classifier. We performed a 5-fold stratified cross-validation with balanced classes. The testing set was composed of 1-fold and the training set was composed of the remaining folds.

In addition to the synthetic data, we tested this approach with a publicly available dataset of human activity recognition called Actitracker that contained real-world ADL data captured by a smartphone from multiple subjects [42]. We used the data from the first 10 subjects. The labeled data included sitting, standing, walking, jogging, walking downstairs, and walking upstairs. We created three parent classes out of this data: an ambulatory class containing walking and jogging as subclasses; a sedentary class containing sitting and standing as subclasses; and a stair climbing class containing walking upstairs and walking downstairs as subclasses. For this dataset, the primary classifier contained three convolutional layers for automated feature extraction followed by two dense layers for combining the features and mapping them to the parent classes. The secondary classifier had the same architecture, aside from accepting the primary classifier output as extra inputs.

Finally, we tested the hierarchical approach in the data obtained during our study to improve the detection of detailed activities through the knowledge provided by the parent activities. We followed the same approach as for the Actitracker experiments, but with Architecture 1 from Fig. 3.

2) Deep Learning in Smartwatches

One of the main concerns about running deep learning models in smartwatches is the computational overload. We proposed to perform the training process offline. However, we still needed to evaluate the computational impact of running real time model inferences. We wanted to evaluate the CPU usage and energy impact of running our best model with different hyperparameter configurations. Running an inference involved a series of mathematical operations using the model’s parameters. The parameters and number of operations depended on the hyperparameter configurations of the models, such as the number of filters in a convolutional layer or the number of neurons in a hidden layer. These hyperparameter settings were evaluated: low, medium, and a high number of parameters. The CPU and energy impact were monitored and recorded through Android Studio’s monitoring tool. Additionally, we evaluated the number of floating-point operations per second (FLOPS) that each model requires and the average time it took to the model to finish an inference.

IV. EXPERIMENTAL EVALUATION

A. Case Study

In this work, we performed a diet monitoring study for which our main goal was to improve eating detection through intelligent annotation. The study was divided in two parts. In the first part of the study, only eating activities were collected. Eating activity was collected by asking participants to annotate every time they eat. For the second part, eating, sitting, walking, and exercising activities were collected by asking participants to annotate data every 15 minutes. A total of 10 participants collected data for 4 weeks each. However, some participants had difficulties annotating data on a regular basis, resulting in annotation noise. Therefore, only data from 6 participants was used in the first part of the study, and from 5 in the second part. This study was reviewed and approved by the Texas A&M University Institutional Review Board (IRB#2018-0998D).

B. Environment Utilization and Intelligent Annotations

We evaluated the performance of our activity recognition framework in the detection of eating moments. As mentioned in Section III-B, an important component of the proposed framework was the utilization of environmental information to reduce the need for user annotations. Our models achieved an overall accuracy of 76% when detecting eating moments without using environmental information or annotations. The overall accuracy, however, increased to 82% when adding environmental information, specifically location leveraging from BLEs. Over the course of the study, the participants visited an average of 9 different locations when eating, including restaurants, office, and home.

To investigate the impact of the opportunistic collection of labels using our proposed score, the data for each user was divided into three parts: training, feedback, and testing sets. The training data was used to train the environment-aware model and feedback data was used to obtain annotations. The threshold was empirically chosen to \( T_h = 0.4 \). Based on this score, the system requested users for the label and then used that label to retrain the model. Our models achieved an overall accuracy of 84% when using environmental information and user annotations, resulting in an improvement of 2% from the environment-only approach, and about 8% from the standard model. The number of annotations was limited to 20 per day. This improvement was gained as the model was modified to learn the correct labels of previously uncertain samples.
C. Automatic Feature Extraction

We also investigated the effect of the neural network architecture on activity recognition. The goal was to choose the best one to abstract information from the raw data. Fig. shows the results when training each architecture, as explained in Section III-D, with different batch sizes. As expected, Architectures 1 and 4 performed the best as they were designed to extract complex features at the expense of having more parameters. In our experiments, architecture 4 is slightly better than architecture 1 although we expect it to perform significantly better due to explicit modeling of temporal characteristics. Architecture 4 has more parameters compared to the architecture 1 while the dataset is not that huge and overfitting could be one reason behind this. We expect to see more significant improvement in architecture 4 compared to 1 if the size of the training dataset increases. In addition, with pure CNN (architecture 1), a number of time characteristics are still extracted by processing windows of 6 seconds of data. Therefore, although architecture 1 does not have an explicit temporal modeling component, CNN can to some extent compensate for this by implicitly modeling certain temporal characteristics of the signals.

Their counterparts, Architectures 2 and 3, did not manage to learn through the training process despite being simpler. Architecture 1 had fewer parameters with similar performance to Architecture 2, and therefore it was chosen for our platform. Finally, a grid-search approach for hyperparameter tuning was followed. Considering the most important hyperparameters from each layer in Architecture 1, we list the ones covered in Table 1 and tested all the possible combinations resulting in a total of 144 models being evaluated. Fig. 6 shows the best 5 hyperparameter configurations. It should be noted that Based on our experiments, although increasing the layers from architecture 1 to 2 boosts the accuracy, increasing that beyond architecture 1 does not significantly improve the accuracy. Moreover, increasing the number of layers or neurons per layer will make the model more complex to be implemented on the smartwatch, or any other wearable computer, with limited computational capabilities. For all the trainings, Adam optimizer with learning rate of 1 was utilized.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of filters ConvLayer 1</td>
<td>128, 64, 32</td>
</tr>
<tr>
<td>Num of filters ConvLayer 2</td>
<td>3, 6</td>
</tr>
<tr>
<td>Kernel size ConvLayer 1</td>
<td>128, 64, 32</td>
</tr>
<tr>
<td>Kernel size ConvLayer 2</td>
<td>3, 6</td>
</tr>
<tr>
<td>Dropout rate DropoutLayer</td>
<td>0.4, 0.6</td>
</tr>
<tr>
<td>Num of neurons DenseLayer</td>
<td>80, 120</td>
</tr>
</tbody>
</table>
Fig. 8. Performance improvement per dataset as more annotations are used.

Additionally, we attempted to recreate this example by selecting the most important labels, to evaluate the impact of the scoring algorithm on the incremental learning. After training the baseline model, we computed the average probability output of our baseline model for each given class on the training set. When a new sample arrived, its probability was estimated by the model and we checked if the probability was within 1 standard deviation (SD) from the baseline average. If the data was within 1 SD, we assumed the new sample was not very different from what we had seen so far, therefore, it might have not been worth using for retraining. On the other hand, if the probability output was outside 1 SD from the average, we assumed that this new sample was considerably different from what we had seen so far, making it worth annotating and using for retraining, similar to how the label asking score decided to request labels. The results are shown in Fig. 7-b. The selective solution stabilized some activities. However, it did not work for all of them, suggesting that intelligent selection is possible but still needs further analysis to determine if the confounding hierarchical labels continue to degrade performance.

E. Fine-grained Annotations

We evaluated our hierarchical model’s effectiveness in predicting subclasses (fine-grained activities), by comparing it to a simple model trained directly to predict the subclasses that impacted the prior models, as the hierarchical model was the culminating algorithm of using context-aware recognition, intelligent (hierarchical) labeling, and deep learning optimizations. We compared the models when trained in a best-case scenario, assuming all annotations were available. In the synthetic dataset, there was an overall improvement of 1.6%, in the Actitracker dataset the improvement was of 1.8%, and in our dietary dataset the improvement was of 11.0%. The amount of improvement in the hierarchical model compared to the case of using a simple model trained directly to predict the fine-grained labels (i.e., subclasses) is associated with the complexity of those subclasses, more specifically the similarity between their motion patterns. In our dietary dataset, the subclasses include the same activity (eating) performed in different situations. However, other datasets, since the data of the subclasses are inherently distinguishable, the improvement gained by the hierarchical model is marginal in these experiments.

We also evaluated the relationship between the number of annotations and the model’s F1 score by analyzing the F1 score changes as more annotations become available. Therefore, we trained our model by progressively adding 5% of the total training data in a total of 20 iterations, capturing the F1 score per iteration for each dataset as shown in Fig. 8, evaluating the impact of providing more labels through different scoring algorithm thresholds and through longer-term usage of a system by adherent users, either of which could result in additional labels for algorithm re-training. The results suggest that our hierarchical approach detected subclasses more accurately than a model trained directly on only the subclasses. The results indicate that it is possible to get better insights of user’s detailed activities by using additional information hierarchically rather than trying to identify such sparse activities directly. Moreover, we chose the threshold parameter Th to limit the number of the annotation requests to be 20 per day in order to avoid bothering the user too much while achieving a reasonable personalization accuracy. We assume that these annotation are collected to improve model personalization accuracy, and with the smart annotation, we try to get the labels for the most important samples to ensure this. Fig. 8 shows the effect of the number of annotation requests on the ultimate performance of the personalization. It should be noted that changing the threshold Th explained in Section III-C highly impacts the number of questions as shown in Fig. 9. With larger threshold the number of questions asked from the user will be decreased due to increased restriction in selecting the samples, and it might be the case that the system does not ask all K possible questions during a day. Therefore, based on Fig. 8, increasing the threshold can negatively affect system’s performance. On the other hand, decreasing the threshold leads to asking more questions which can become burdensome for the end users. In fact, the threshold can be used to control the rate of asking questions from the users, for instance, based on their preferences or their context (location, time, etc.). Based on this figure, we limited the number of requests to 20 as a good number to balance between the accuracy and user’s burden. Another factor that affects the number of questions asked per day from the user is T and N as described in Section III-C. To
decide whether asking the user to provide annotations, we look at the score generated by intelligent annotation module over the last T windows instead of only one window. In this study, we chose T = 10 to look over 30 seconds of data to make that decision since it is an appropriate interval for eating activity (the main focus of this paper), which has longer cyclical hand motions. Within those 10 windows, if the score is above the threshold for at least N = 5 times, we consider that as an uncertain or unknown period and then ask the user for annotation. Fig. 9 shows the effect of changing these parameters on the number of questions asked. Increasing values of T and N at the same time (bottom right diagram in Fig. 9) leads to asking less questions since the system becomes more restrictive, and decreasing them simultaneously would lead to asking more, which can consequently increase false positives especially when looking at activities like eating that have longer period of motion compared to other activities such as walking. Therefore, as increasing these values decreases the number of annotation queries, it could negatively affect the performance of the system as Fig. 8 illustrates. Furthermore, per Fig. 9, keeping N = 5 constant and increasing T leads to increased questions while keeping T = 10 constant and increasing N reduces the number of annotation requests.

F. Deep Learning in Smartwatches

We discussed the benefits in terms of accuracy and model parameters complexity that Architecture 1 has versus Architectures 2, 3, and 4 in Section IV-C. To evaluate the computing impact of Architecture 1 in the smartwatch, we designed an experiment to evaluate the CPU and energy usage. We tested 3 different hyperparameter configurations for Architecture 1: configuration 1 included 32 filters in the convolutional layers and 50 neurons in the hidden layers; configuration 2 included 64 filters and 80 neurons; configuration 3 included 100 filters and 100 neurons. We evaluated versus a baseline without running any inference, only collecting IMU, BLEs, and HR data. We used Android Studio’s tool Android Profiler that gives estimates on energy consumption. Table 2 shows the results of this analysis.

Android Profiler categorized the energy consumption as light regardless of the configuration chosen. Additionally, Table 2 shows the MFLOPS for running each configuration as well as the time it takes to run an inference. As MFLOPS are related to CPU and energy usage, we observe that the hyperparameter configuration correlates to the power impact. Configuration 1 provided a good balance between accuracy and power impact. However, this parameter configuration will depend on the complexity of activities that the model aims to predict. In other words, different projects might require different configurations and therefore, might result in different power impact. Long-term battery life projections are shown in Table 2. Using a MediaTek M2601 (the Polar M600’s ARM Dual Core 1.2 GHz Cortex A7 CPU) runs for up to 12 hours with no inferences. Table 2 shows further estimated durations for each of the model configurations running on the smartwatch.

With aims at providing a tool capable of accomplishing smart annotations in real time in a smartwatch device, we also evaluated the implications of running our scoring approach in the smartwatch. Computing the score S took about 67.29 MFLOPS when using Architecture 1 (Fig. 3), making inferences, and computing uncertainty C(\(p(y|X)\)). Considering that some processing was done offline, the scoring approach took about 28 milliseconds, including the inference run by the model, suitable for a real-time implementation.

We can further improve the efficiency and maximize the total time we can continuously collect data while running inferences. We ran inferences continuously, but we could instead run them opportunistically, such as every time IMU significantly changed. Given that some activities are stationary, the readings for both the accelerometer and gyroscope might remain constant. We can simply not run an inference if we are confident enough the activity and context have not changed, which is likely as the sensor data has not changed. We could also opportunistically turn BLE collection on/off. BLE addresses were collected with the purpose of providing contextual information but such contextual information might not always be needed. BLE data collection could be actively turned off only if the model’s output probability was low, or if the probability for two or more classes were close to each other and the context provided by BLEs could serve as a tie breaker.

V. Conclusion

In this paper, we introduced a wearable data collection platform that enables the smart collection and annotation of user data. We introduced a score driven by the model’s predictive behavior composed of the model’s confusion matrix, a measure for uncertainty, a metric of similarity, and a limit on the number of requests. We also proposed an approach to utilize environmental information through wearable BLE devices. Our score along with the environment utilization resulted in a gain of 8% in detection accuracy of eating moments. Additionally, we evaluated different neural network architectures for accurate prediction of activities. We also proposed a hierarchical model for more accurate prediction of fine-grained activities, which sets up a path for more detailed questioning and better user tracking. We evaluated the hierarchical model in 3 different datasets. The results suggested that our proposed model predicts fine-grained activities more accurately. Finally, we provided an online evaluation of running deep learning models in our platform as well as computing our proposed score for real-time intelligent annotation through the smartwatch, presenting energy impact as well as FLOPS. We validated our work through a diet monitoring study on which our goal was to achieve accurate detection of eating moments for better nutrition management.
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