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Abstract—Recognizing activities of daily living (ADL) provides
vital contextual information that enhances the effectiveness of
various mobile health and wellness applications. Development of
wearable motion sensors along with machine learning algorithms
offer a great opportunity for ADL recognition. However, the
performance of the ADL recognition systems may significantly
degrade when they are used by a new user due to inter-subject
variability. This issue limits the usability of these systems. In
this paper, we propose a deep learning assisted personalization
framework for ADL recognition with the aim to maximize
the personalization performance while minimizing solicitation
of inputs or labels from the user to reduce user’s burden.
The proposed framework consists of unsupervised retraining of
automatic feature extraction layers and supervised fine-tuning
of classification layers through a novel active learning model
based on a given model’s uncertainty. We design a Bayesian deep
convolutional neural network with stochastic latent variables that
allows us to estimate both aleatoric (data-dependent) and epis-
temic (model-dependent) uncertainties in recognition task. In this
study, for the first time, we show how distinguishing between the
two aforementioned sources of uncertainty leads to more effective
active learning. The experimental results show that our proposed
method improves the accuracy of ADL recognition on a new user
by 25% on average compared to the case of using a model for a
new user with no personalization with an average final accuracy
of 89.2%. Moreover, our method achieves higher personalization
accuracy while significantly reducing user’s burden in terms of
soliciting inputs and labels compared to other methods.

Index Terms—Activity recognition, Personalization, Wearable
sensors, Deep learning, Active learning, Uncertainty quantifica-
tion, Unsupervised learning

I. INTRODUCTION

RECOGNIZING activities of daily living (ADL) is gain-
ing bold traction as it provides vital information about

people, their activities, and important contextual insight that
enhances the effectiveness of mobile health and wellness
delivery paradigms [1]–[4]. Many different applications such
as physical fitness monitoring, diet monitoring, assisted living,
and remote health monitoring benefit from the contextual
information provided by ADL recognition systems [5]–[8].
Development of wearable sensing technologies has provided
a great opportunity for understanding the data behaviors of
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ADLs by means of various devices such as smartwatches
and smartphones. Data gathered by wearable sensors could
be analyzed by rigorous machine learning models to build
a system to recognize these ADLs [9], [10]. However, a
given model trained on a certain user may not generalize
well to new users due to variation in how people perform
specific activities [11]. Therefore, it is necessary to personalize
underlying machine learning models to new users.

Supervised and unsupervised learning approaches contain
promising methods to design adaptable machine learning
models with personalization capabilities [12]–[14]. Supervised
learning requires the gathering of annotated data from a new
user to retrain the machine learning models. However, this
collection process is time consuming and burdensome. In fact,
it is shown that user compliance to the wearable devices decay
over time, particularly, when the collection system requires
constant interaction [15]. Therefore, it is vital to personalize
the machine learning models for new users with minimum
labeled data available in order to minimize the burden on
the users. Unsupervised retraining approaches, which relax
the need for user annotation, attempt to assign pseudo labels
to unlabeled data by leveraging cross-user similarities, and
then use them for retraining the model parameters [11]. It
has been shown that training and adapting the models in an
unsupervised manner is often less accurate than supervised
approaches [16], especially, in the presence of significant inter-
subject variability. However, in the field of ADL recognition,
there is typically an abundance of unlabeled data available;
thus, leveraging these algorithms effectively could improve
and accelerate the personalization process [17].

Another promising solution known as active learning may
be oriented in a supervised fashion by identifying the most
critical data samples and soliciting their labels from the users
to retrain the machine learning models [18]. The uncertainty
of the classification models is one of the mostly used metrics
for identifying those critical samples. These methods, however,
suffer from a few limitations: 1) They do not consider different
sources of uncertainty in their models. For example, the model
may experience high uncertainty due to temporary noise in
sensor measurements. In this case, the model will make an
unnecessary request for labels while it is not reasonable to use
it for training [19]. 2) They also do not limit the number of
interactions with the user and so do not consider their limited
capacity in responding to external prompts for labeling, which
introduces aforementioned burden. This becomes a prevalent
issue when the model experiences noisy measurements for
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an extended period of time [18]. 3) Lastly, they often solely
rely on the labels acquired from the user and ignore all other
unlabeled data which could potentially be further leveraged in
the retraining process [20].

Typically, there are two types of uncertainties surrounding
wearable recognition systems. The first is referred to as
aleatoric uncertainty, which is data dependent and is related
to any noise present in sensor measurements such as sensor
displacement and sensor movements with respect to the body.
Such uncertainty cannot be mitigated by increasing the training
data. The second type is known as epistemic uncertainty
which is related to the inability of the model to recognize
certain samples due to the lack of training. This increases
as the model receives novel input samples with unfamiliar
characteristics. This uncertainty can be mitigated by enhancing
the training data, therefore, epistemic uncertainty should be
strongly considered for active learning tasks.

In this study, we propose an ADL recognition system
with a personalization capability. We leverage both active
learning and unsupervised learning methods to facilitate the
retraining process. For the active learning component, we
leverage the uncertainty of the model on its decision to identify
the critical samples where annotations should be requested
and used for retraining. We propose a unified Bayesian deep
learning framework to model and quantify the aforementioned
types of uncertainties (aleatoric and epistemic) by considering
stochasticity on both the parameters of the neural network and
the latent variables served as features. Our proposed method
extracts the features from the time series automatically through
an unsupervised deep learning framework and learns their
posterior distribution given the input data through a variational
autoencoder (VAE) based model. To account for randomness
of the model weights, we utilize the Dropout Bayesian network
[21]. To the best of our knowledge, this is the first work
that proposes to distinguish different types of uncertainty for
active learning via wearable sensors. Moreover, the proposed
framework has the ability to learn from unlabeled data through
the autoencoder framework, which is leveraged to retrain
the parameters of the feature extraction neural network. In
summary, the contribution of this study is as follows:
• We design a unified framework for automatic feature

extraction, classification, and estimation of uncertainty
of the classifier to incorporate active learning in human
activity recognition.

• We propose a method for quantifying both epistemic and
aleatoric uncertainties and demonstrate how differentiat-
ing them is essential to achieve a more effective active
learning.

• We design a new framework for deep learning for activity
recognition that incorporates uncertainty quantification
and unsupervised retraining.

• We propose an active learning technique leveraging quan-
tified uncertainties with the ability to consider limited
capacity of the users to respond to external prompts and
solicitation of labels.

• We show how the proposed personalization framework
can adapt itself to new users more effectively and quickly
compared to the existing paradigms.

II. RELATED WORKS

ADL recognition has become an important component of
context-aware systems in the last decade [22]. This contextual
information provides valuable knowledge to better interpret
biomedical signals, diagnose with more confidence, intervene
and treat more efficiently, detect emergency situations, make
proper decisions based on the context, assist people with
chronic disabilities to perform their daily activities inde-
pendently, and monitor patients more precisely [23], [24].
Accurate and robust recognition of human activities requires
gathering massive amount of labeled data to train powerful
machine learning models [25], [26]. Different machine learn-
ing algorithms have been utilized to perform human activity
recognition with various types of wearable and environmental
sensors [27]–[30]. All these investigations have focused on
hand-crafted features that are useful for simple or low-level
human activities such as sitting or walking. However, detecting
complex ADL needs more complicated features and patterns
which cannot be executed easily with manually handcrafted
features.

To address the challenge of extracting informative features
for complex activities, deep learning has been recently used
[31]–[33]. Several prior investigations have used data from
inertial measurement units (IMU) or motion sensors to auto-
matically extract features by leveraging convolutional neural
networks (CNN) for detecting human gestures and activities
[34]–[37]. In all these efforts, the principal aim has been to
create generalized models for all users. The performance of
these systems, however, degrade significantly when they are
used for a new user who performs the activities differently
form the set of training subjects [38].

To address the problem of inter-subject variability in human
activities, the researchers have designed personalization tech-
niques [19], [39]. An unsupervised retraining technique based
on an ensemble model was designed for personalizing activity
recognition models [40]. In this study, the model trained on
the data of old subjects was used to assign labels to the data
of a new subject, and then these data were used to update
the ensemble model. However, it has been shown that with
using merely unsupervised data it is hard to achieve high
accuracy in personalization [16]. Active learning is a widely
used technique in this area that seeks to identify important
samples and interacts with the user to acquire labels for
those samples. Those labeled data is then used to fully or
partially retrain the classification models [41], [42]. Active
learning techniques based on the entropy and the random forest
committee of classifiers were investigated in prior studies. The
entropy-based methods typically select data samples to solicit
a label on the basis of the highest information gain. In random
forest based methods, a forest of 100 trees was trained and
the disagreement between the output of those trees for each
sample was used to select the samples to obtain label for [20].

Uncertainty of the classifier is a widely used criterion to
identify vital samples that require label [18], [43]. An active
learning technique based on the uncertainty of the SVM model
was developed for detecting exercise activities [18]. A logistic
regressor was cascaded to the SVM’s output to estimate the
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SVM classifier’s uncertainty. This work, however, does not
take into account user’s burden associated with soliciting
labels, does not consider different types of uncertainty, and
it uses handcrafted features. A prior study provided an active
learning method under constrained query budget [6]. All
these works only rely on the labeled data solicited from
the user and they do not take advantage of abundance of
unlabeled data available in the ADL recognition platforms.
A personalization method integrating both unsupervised and
supervised retraining was developed using model uncertainty
for active learning [19]. This study quantifies the uncertainty
using the similarity between the new data and the training
data in dense regions. However, neither this work nor other
uncertainty-based active learning methods consider the source
of uncertainty when designing the active learning technique.

There are mainly two types of uncertainties present in
sensor data. Aleatoric or data-dependent uncertainty is related
to noisy sensor measurements and cannot be mitigated by
increasing the training data, whereas the epistemic or model-
dependent uncertainty is due to lack of enough training
data and it can be alleviated by enhancing the training set.
Therefore, considering the source of uncertainty is critical to
identify the vital samples that can enhance the performance of
personalization. In deep learning, often Softmax functions is
used at the end of the pipeline to measure model uncertainty;
however, it has been shown that it does not always capture
model uncertainty [21], [44]. A framework has been designed
to learn mappings from input data to aleatoric uncertainty
in image recognition [21]. The authors compose these to-
gether with epistemic uncertainty approximations. However,
this model learns aleatoric uncertainty based on the assumption
that in the training phase they have access to examples of
the disturbed data (e.g., highly textured input images or far
objects) to train the system, which is not always the case
in ADL recognition. In ADL recognition, the disturbance in
sensor measurements could be the result of electrical noises or
sensor movements with respect to the body, where examples
of such a noisy data may not be available during the training
phase. Therefore, the system should be able to estimate the
aleatoric uncertainty with no need to observe the examples
in the training phase. To address the aforementioned issues
and to maximize the effectiveness of personalization while
minimizing the user interaction, we propose a deep learning
assisted method for measuring different types of uncertainties.

III. OVERALL DESIGN

In this study we propose a framework for personalization
of machine learning models for the applications of ADL
recognition using wearable sensors. This unified framework
can quantify different types of uncertainty of wearable sen-
sors in order to provide an effective active learning model.
Moreover, it allows for leveraging unlabeled data samples
within an unsupervised autoencoder-based model to boost
the personalization process. Figure 1 illustrates the overall
proposed framework. Figure 1-a shows the training phase of
the model using the labeled training data available from certain
users, while Figure 1-b shows the personalization procedure.

Fig. 1. The overall flow of the proposed model for personalizing ADL
recognition models

In Figure 1-a, the encoder extracts features from the motion
signals automatically through multiple convolutional layers.
The decoder is then responsible to ensure that the features
generated by the encoder learn the intrinsic structure of the in-
put data regardless of the associated activity labels. These two
components create a variational autoencoder (VAE) framework
that is necessary for estimation of data-dependent uncertainty
(i.e., aleatoric) (see Section V-A). We add a classifier network
in addition to this VAE framework to ensure that the extracted
features remain discriminative for the ADL recognition task.
It is important since the learned features should not only be
task specific (discriminative), but also be able to retain the
intrinsic structure of the data regardless of their task-specific
labels [45]. In Figure 1-b, during the personalization phase,
the model-dependent uncertainty (i.e., epistemic) is used to
identify the vital samples for which we should acquire labels
from the user. This uncertainty is used in conjunction with a
score function to limit the amount of user interaction while
also considering other parameters into account (see Section
V-C). Essentially, the critical samples for which the model
is highly uncertain are identified by this module and labels
are queried. However, the labels are not queried for the
samples about which the model is confident. Those unlabeled
samples are used to retrain the feature extraction layers in
an unsupervised manner (see Section VI), while the labeled
samples are used to fine-tune the classification layers.

IV. CNN FOR AUTOMATED FEATURE EXTRACTION AND
CLASSIFICATION

Convolutional neural network (CNN) is a widely used
model for various classification tasks due to its ability to
extract features automatically. The network is fed with raw
signal x and maps it to a latent variable z, which serve as
extracted features. In a typical neural network f, we can write



TBME-01311-2019.R1 4

f = h ◦ g where g : x → z maps raw inputs to a higher level
feature space z and h : z → y is a discriminative function that
maps the features to desired class labels. Multiple layers of
CNN extract features from raw input signals by using kernels,
which can be interpreted as filters applied to the signal via a
convolution operation. The trainable weights of CNN kernels
(Wg) and the weights of the classifier (Wh) are learnt through
the training of the neural network.

In a classification setting, the network outputs a vector of
unaries, where each unary corresponds to a class, and the
vector obtained by the concatenation of all the unaries would
be passed through a Softmax function to yield an estimation
of a probability distribution over the classes. It has been
shown that the Softmax does not provide a reliable and precise
estimation of the actual model uncertainty [21], [44], [46].
Equation 1 shows the softmax where fi(x) is the network
output for the ith class before the softmax layer and N is
the total number of classes.

so f tmax( fi(x)) =
e fi (x)∑N
j=1 e fj (x)

(1)

V. SUPERVISED ACTIVE LEARNING

Supervised retraining of classification models can end up
with a higher accuracy than unsupervised retraining. However,
it creates a huge burden on the user to provide lots of
labeled training data for the system. On the other hand, a
fully unsupervised retraining paradigm does not require such
an extensive data collection and annotation but it does not
have an ideal performance. To leverage both advantages, we
propose a supervised active learning paradigm to select the
most important samples and query the user only for those
samples to minimize user’s burden; in addition, our proposed
system can make use of unsupervised retraining (Section VI).
This can reduce the interaction of the system with the user
drastically while the performance improvement after person-
alization would be still significant.

In order to select the most important samples to query
from the user, the model needs to understand the uncer-
tainty/confidence about its decision. To be more specific, sam-
ples of which the model is not confident need to be identified
to fine-tune the classifier parameters [19]. However, it is also
important that the model understands if it is uncertain due to
lack of training or due to the noisy sensor data. The former,
known as epistemic uncertainty, is essential for designing an
effective active learning model while the latter is not. In fact,
the model should query the label for the samples of which it is
uncertain due to the lack of training. However, when the model
is uncertain due to temporary noise in sensor data, it is not
helpful to use those samples for retraining. Using those noisy
samples for retraining could even degrade the performance
of the classifier and lead to overfitting. In this section, we
first explain our methodology for quantifying different types
of uncertainty and then explain how the critical samples are
identified to be labeled by the user for model retraining.

A. Uncertainty Quantification
In this section, we propose a unified framework to quantify

both aleatoric and epistemic uncertainties in the classification

model introduced in Section IV. To take into account the
epistemic uncertainty, which is the measure of the model’s
uncertainty, we treat the weights of the discriminative function
(Wh in Section IV) as random variables instead of determinis-
tic ones. Moreover, to capture the aleatoric uncertainty, which
is data-dependent, we consider the latent variables z as random
variables instead of deterministic values. By considering the
randomness on the weights and latent variables and by treating
them as random values while considering their distribution, the
final label inference can be written as Equation 2.

pi = p(yi |x) =
∫

p(yi |Wh, x, z)p(Wh, z |x)dzdWh (2)

Where p(yi |W, x, z) is the likelihood function of the ith class,
which is calculated as the output of the neural network with a
Softmax function in our classification task using Equation 1.
p(Wh, z |x) is the posterior distribution of weights and features
given input data. The latent variable z in Equation 2 is
independent of the weights Wh and also Wh is independent
of the input data x, so Equation 2 can be written as Equation
3:

pi = p(yi |x) =
∫

p(yi |Wh, x, z)p(Wh |D)p(z |x)dzdWh (3)

where D is the whole training dataset. Calculating the integral
in Equation 3 is challenging but it can be approximated
through Monte Carlo estimation as shown in Equation 4.

pi = p(yi |x) =
1
n

∑
p(yi |Ŵh, x, ẑ)

Ŵh ∼ p(Wh) ẑ ∼ p(z |x)
(4)

Here, randomness on z is used to model the aleatoric uncer-
tainty of the data. Wh distribution, on the other hand, is used
to model the epistemic uncertainty.

In order to sample from the weight distribution, Dropout
variational inference is a practical approach for approximation
inference [21]. In this approach a Dropout layer is used after
every dense layer, and the dropout is applied at the testing
phase to sample from the approximate posterior (stochastic
forward passes, referred to as Monte Carlo dropout [21]). It
has been shown that dropping weights randomly during testing
time is equivalent to sampling from the distribution of the
weights [21]. To accomplish the sampling, each data sample
is passed through the network multiple times (n times) and
during every pass the weights of the network are dropped
randomly with the probability of pdrop . The output of the
network for all n passes are calculated and the average
is interpreted as the Monte Carlo estimation for Bayesian
inference.

Estimating the posterior distribution of latent vari-
ables/features p(z |x) is then required to complete the cal-
culation in Equation 3. Note that z is an unobserved latent
variable while our observation is x. Bayesian analysis can
be directly used to calculate p(z |x) as p(z |x) = p(x |z)p(z)

p(x) ;
however, this leads to an intractable integral for calculating the
denominator. In order to address this problem, we approximate
p(z |x) with a variational distribution q(z |x) from a Gaussian
distribution family and try to find the best set of parameters
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for q(z |x) such that it closely estimates the p(z |x). To find
the parameters of the variational estimation q(z |x), we could
minimize the Kullback-Leibler divergence (DKL) between the
two distributions [47]:

min DKL{q(z |x)| |p(z |x)}

This minimization can then be written as follows:

DKL{q(z |x)| |p(z |x)} = Ez∼q[log q(z |x) − log p(z |x)]

= Ez∼q[log q(z |x) − log p(x |z) − log p(z) + p(x)]
(5)

where p(x) is derived from the expectation as it does not
depend on z. By rearranging Equation 5 we have:

log p(x) − DKL{q(z |x)| |p(z |x)} =

Ez∼q[log p(x |z)] − DKL{q(z |x)| |p(z)}
(6)

To minimize the KL divergence between q(z |x) and p(z |x), we
can minimize the right hand side of Equation 6. This is exactly
the objective function of a variational autoencoder [47]. The
first term on the right hand side of Equation 6 is the loss of
reconstructing input x from the latent variable z and the second
term is the divergence between the variational approximation
with the prior distribution of z. For this prior distribution,
we use a standard Gaussian distribution with the mean of
zero and variance of one. Therefore, by training a variational
autoencoder and leveraging the latent variable z as the features
that are provided to a classifier, we can approximate the
posterior of the features to calculate the inference in Equation
4. In a typical VAE, the encoder estimates the variational
approximation q(z |x) and the decoder estimates the first term
on the right hand side of Equation 6. Output of the encoder
in a VAE is the mean and standard deviation that serve as the
parameters of a Gaussian distribution that models the posterior
distribution of z given x.

A typical VAE containing convolutional layers in the en-
coder can extract informative features from a signal in an
unsupervised manner. In a typical VAE framework, the only
concern is to extract features that can retain the structure of
the input data. However, in a supervised classification problem
the features should be discriminative with respect to the labels
given in the training data. Based on this intuition, we propose
a new framework of deep neural network as shown in Figure
2 by modifying the typical VAE objective function as follows:

L = p(y |x) +
(
Ez∼q[log p(x |z)]−

DKL{q(z |x)| |p(z)}
) (7)

In fact, maximizing the p(y |x) is added to the typical VAE
objective function in Equation 6 to produce the new objective
function in Equation 7. This objective function guides the VAE
to produce latent features that not only can reproduce the input
data but also discriminate between different class labels. The
encoder, which serves as a feature extractor, estimates the
parameters of the posterior distribution of the features. The
decoder ensures that the latent variable z is able to retain the
structure of the input data, and is discarded after the training.
The classifier samples from the distribution of the features,
which is approximated by the encoder, and maps those samples
to the class labels.

Fig. 2. The architecture of the proposed neural network for feature extraction
and uncertainty estimation

It should be mentioned that this framework can be con-
sidered in line with the idea of pre-training an autoencoder
in an unsupervised manner and replacing the decoder with a
classifier to improve the performance [48]. The authors in [48]
share this observation that features created by the autoencoder
are a good representative for training datasets that support
better generalization [49]. What distinguishes our work is that
we embed the two processes of the classifier learning and the
data-dependent feature extraction in a single framework, which
improves the discriminative power of our features compared
to the case of unsupervised pre-training.

The procedure for estimating the label and the confi-
dence of the classifier is shown in Algorithm 1 for the
trained neural network shown in Figure 2. In algorithm 2,
OneHotEncoding(.) is a function that returns the one hot
encoding of a vector and std(.) calculates standard deviation.
To predict the class label for each input data, n samples are
acquired from the distribution of the features, the weights of
the classifier are dropped randomly, and labels are generated
by the classifier. n is a hyperparameter of the model that is
determined empirically through cross-validation in the training
phase. In our experiments, n=100 ended up with the highest
cross-validation accuracy. The final decision of the classifier is
the average of the outputs. Moreover the standard deviation of
the generated outputs is the measure of uncertainty. Intuitively,
the classifier would generate more consistent labels for the
samples that it is confident on, while for non-confident samples
it would generate distinct labels that leads to higher standard
deviations. The uncertainty calculated by Algorithm 1 is
called the combined uncertainty as it contains both aleatoric
and epistemic uncertainties. To only consider the epistemic
uncertainty, we use the mean of z in step 4 of Algorithm
1, instead of sampling from the posterior distribution of the
features. In fact, in this uncertainty we only consider the
randomness of the weights of the classifier network and do not
care about the randomness of z, which explains the aleatoric
uncertainty. On the other hand, to only consider the aleatoric
uncertainty, we do not drop weights during the testing time as
shown in step 5 of Algorithm 1. Leveraging this approach, we
establish a method where we discard the model uncertainty and
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Algorithm 1 Label and uncertainty estimation
1: Input: test data x, encoder network g, classifier network

h, pdrop , number of labels c Initialize prediction =
zeros(n, c)

2: q(z |x) = g(x)
3: for j = 1 to n do
4: Take a sample zj ∼ q(z |xi)
5: Drop weights with probability of pdrop

6: yij = h(zj) // the output of softmax function
7: prediction[ j, :] = OneHotEncoding(yij)
8: end for
9: ŷ = 1

n

∑n
j=1 y

i
j

10: Uncertainty = std(prediction)

TABLE I
CHARACTERISTICS OF THE PROPOSED DEEP NEURAL NET.

Layer # of kernels/ Activation
neurons function

Encoder

Conv2d_1 32 ReLU
Conv2d_2 64 ReLU
Conv2d_3 100 ReLU
FC_mean 20 Sigmoid
FC_std 20 Sigmoid

Classifier

FC_1 64 ReLU
FC_2 128 ReLU

FC_3 Same as the Softmax# of classes

we only take into account the uncertainty over latent variables
z which is data-dependent.

B. Deep Neural Network Implementation

In this section, we discuss the details of all neural networks
for various components used in this study. The detail of all
encoder and classification layers are presented in Table I.
For the encoder network as shown in Figure 2, we use three
layers of CNN followed by one fully connected (FC) layer
for each of mean and standard deviation estimation. Based
on our experiments using less number of layers did not offer
an acceptable accuracy and using more layers does not offer
significant improvement in the performance of the system
while it increases model complexity. For the classifier network
we use three fully connected layers. The decoder contains
three deconvolution layers. Re-parametrization trick is used
for handling the sampling from a Gaussian distribution when
training the network with backpropagation algorithm [47].

In the preprocessing phase, the data is normalized to retain
zero mean and unit variance and segmented prior to supplying
it into the CNN. We utilize a fixed-size window with a length
of one second and overlap of 50%.

C. Identifying Critical Samples

Our primary goal is to determine the most important sam-
ples that can contribute to improving the retraining process
for model personalization. Here, we define such samples as
the ones of which the model is uncertain due to the lack of
training data. Therefore, we need to identify the source of

uncertainty for test samples and pick the ones with maximum
epistemic uncertainty. During the training phase, we calculate
the average combined, aleatoric, and epistemic uncertainties
over all the correctly classified samples shown as σcomb

cor , σale
cor ,

and σ
epi
cor respectively. For a test sample we also calculate

the three uncertainties calling them as σcomb
test , σale

test , σ
epi
test .

The process of identifying uncertain samples starts by picking
samples that have combined uncertainty above a threshold.
This threshold is determined empirically for each dataset.
Afterwards, we calculate the ratio between the increase in
epistemic to the aleatoric uncertainty compared to the correctly
classified samples as shown in Equation 8.

σratio =
σ
epi
test − σ

epi
cor

σale
test − σ

ale
cor

(8)

However, the uncertainty is not the only parameter to
consider to determine when labels need to be solicited. Using
merely the uncertainty might lead to querying the user too fre-
quently. To further control this process, we define a parameter
qlimit that indicates the total number of questions allowed to
be asked within a certain period of time. The system keeps
track of how many questions it has asked so far as qinquired .
The model becomes more strict in querying the user as the
number of questions previously asked increases. In fact, the
likelihood of asking more questions should decrease as the
model asks more. We model this behavior as a linear function
of the number of remaining queries. The final score function
to select samples to be queried from the user is shown in
Equation 9.

s = σratio + β
qlimit − qinquired

qlimit
(9)

where s is the score assigned to each sample, and β is a tuning
constant that is determined empirically during the training
phase by varying it between 0 to 1. We set this value as 0.1 in
our experiments. In addition to the aforementioned parameters,
a good sample to query from the user is the one with higher
occurrence. Note that for ADL recognition we need to segment
the sensor data into windows of a fixed length. Therefore,
a label queried from the user can be typically assigned to
one segment of data. However, we argue that if there are
multiple consecutive segments of the data of which the system
is consistently uncertain, then the queried annotation can be
used to label all those segments with a higher chance that the
label applies to all segments. To incorporate this assumption
and observation, at each time step, we calculate the proposed
score s for all segments within the last five minutes and query
the user only if the value is higher than the threshold for all
of them. The threshold can be set empirically through cross
validation in the training phase for online active learning.

Lastly, the labeled data queried from the user is used to fine
tune the weights of the classifier. In fact, when using these
labeled data, we freeze all the weights of the encoder and
decoder layers and only retrain the weights of the classification
layers. This is important because the amount of the labeled
data is very small and is not enough to retrain all the feature
extraction layers. Moreover, it is shown that usually the first
layers, which are responsible for feature extraction, are more



TBME-01311-2019.R1 7

generalizable and transferable, while the last layers are more
task specific and less transferable between different users [50].

VI. UNSUPERVISED RETRAINING

Scarce labeled data is not sufficient to retrain all feature
extraction layers including the encoder and decoder networks
since they require to be extensively trained to learn appropriate
features of motion signals. However, due to our autoencoder
structure, we can leverage the huge amount of unlabeled
data to retrain the encoder component which produces the
hidden state that represents the patterns and features of the
new data. When this occurs, we keep the weights of the
classification layers unchanged as the encoder/decoder weights
are updated. This unsupervised retraining allows the feature
extraction layers to adapt to the patterns and morphology of
the motion signal of the new user.

When combining this unsupervised retraining of the feature
extraction layers with the supervised fine-tuning of the classi-
fication layers through the active learning process, the whole
network is adapted effectively to the data of the the new user.
So, feature extraction layers are updated to capture the patterns
of the new signal, while the classification layers are updated to
learn how to map those features to the desired activity classes.
Consequently, we must first accomplish the unsupervised
retraining to update the encoder-decoder weights before we
perform the supervised fine-tuning of the classifier’s weights
using the labels gathered by the active learning module.

VII. RESULTS

We evaluate the effectiveness of our methods for personal-
ization of deep learning ADL recognition system on the new
users. In this section, we start by introducing the datasets used
for the evaluation and then presenting the performance of our
personalization method on detecting ADLs and compare it
to baselines and state-of-the-art approaches. Afterwards, we
deeply analyze our uncertainty modeling by investigating its
behavior in response to different sources of uncertainty to
understand how it can improve the effectiveness of active
learning designs. Finally, we investigate how personalization
accuracy is affected upon presence/absence of each component
of the proposed framework, including the supervised fine
tuning of classification layers through active learning and the
unsupervised retraining of the feature extraction layers. The
purpose of this investigation is to show the importance of each
of those components in the personalization process.

To demonstrate the effectiveness of our proposed frame-
work, we used two publicly available datasets including
PAMAP2 [51], and MoST [52]. PAMAP2 comprises of 18
physical activities measured by three wearable inertial mea-
surement units (IMUs) with the sampling frequency of 100 Hz
performed by 9 different subjects. IMUs were worn on three
different body parts: the wrist of the dominant hand, the chest,
and the ankle of the dominant foot. In this study, we used eight
out of 18 activities, which have most number of samples. We
used 3D acceleration and gyroscope sensors that results in
18 axis of data. MoST dataset, collected by our own group,
contains 23 daily activities captured by six IMUs working at

TABLE II
ACTIVITIES IN DIFFERENT DATASETS

PAMAP2 MoST
Biking Sit-to-stand
Sitting Sitting

Standing Standing
Walking Walking

Stair climbing Grasping floor
Lying down Lying down

Running Turning 90◦
Rope jumping Jumping

# of samples 17000 7500

the frequency of 200 Hz placed on the arm, wrist, chest, ankle,
and both legs. The data was collected from 20 healthy subjects.
Since, several activities in this dataset are similar, we grouped
them as one activity and once again, removed the classes with
small training data. Table II represents the list of activities
used in this study.

A. Personalization Results

We assume that there is a large amount of labeled training
data available for certain subjects, called primary subjects, that
can be used to train the initial ADL recognition model. We aim
to personalize the model that is trained on the primary subjects
to a new subject to achieve the highest performance possible.
For each dataset, we exclude one subject as the new subject
and use the remaining subjects as the primary subjects to train
the initial model. For the excluded subject, i.e., the test subject,
we used 50% of the data for personalization (i.e., retraining)
and used the remaining 50% for testing the accuracy of the
personalized model. We repeat the experiments by changing
the excluded subject to cover all the subjects. In other words,
in our experiments, each subject has been treated as the new
subject once. All reported results in this section are the average
over all repetitions.

Table III shows the results of comparing our model to
other baseline and existing methods regarding personalization
accuracy. The first row in Table III represents the accuracy of
the ADL recognition when the model is trained on primary
subjects and it is tested on the same subjects. This shows the
upper bound of training, when the testing and training data
come from the same subjects. The second row shows the per-
formance of the system when it is trained on primary subjects
but it is tested on a new subject with no retraining and/or
personalization of the model. This shows how the performance
drops when the model is used for a new subject and also
emphasizes the necessity of personalization in such systems.
The third row shows the results of using all the labeled
data of the new user for personalization through retraining
of the whole neural networks. This case represents another
upper bound, which achieving that in real-world scenarios
is impossible due to high burden on the users. The fourth
row represents the performance of personalization when the
labels are queried for random samples. This is a baseline to
show why smart active learning is required. The fifth row
represents another baseline for active learning by using the
output of Softmax function as a measure of uncertainty. In this
approach, a query for a label is submitted to the user when the
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TABLE III
PERSONALIZATION ACCURACY [%]

PAMAP2 MoST
Primary subjects 94.2 91.8
New subjects with no retraining 53.7 64.6
Use all labeled data for retraining 93.8 91.9
Query labels for random samples 76.2 70.0
Active learning with softmax 74.9 77.2
Entropy-based active learning [20] 79.3 82.3
RF-based active learning 80.0 81.4
Our personalization method 89.6 88.7

output of the Softmax is less than a threshold. Based on our
experiments setting that threshold to 0.7 obtains the best results
in our study. The sixth row of the table shows the results of
a state-of-the-art active learning method using entropy. Based
on this model, the samples with the highest entropy are the
most informative samples for the classifier and their label are
acquired from the user [20]. The seventh row shows another
state-of-the-art method that uses the agreement between the
labels generated by different trees in a random forest classifier
as a measure of uncertainty to select most uncertain samples
for label solicitation [20]. Finally, the last row shows the
performance of our proposed method for personalization. It
should be noted that in this experiment, the total number
of questions allowed to be asked is set to 200 for all the
algorithms, which means that we query the labels for 200
samples of new data.

As Table III shows, our method outperforms all the baseline
methods by 14.3% and existing methods by 8%. This shows
the superiority of our method that is due to more effectively
quantifying the uncertainty and the unsupervised retraining
of feature encoder weights. In fact, we distinguish between
different types of uncertainty and try to ask questions when the
system is uncertain due to lack of training rather than facing
noisy sensor measurements. Figure 3 reveals the importance
of differentiating between different types of uncertainties for
more effective active learning. For this analysis we add a
synthetic Gaussian noise to our sensor measurements to un-
derstand the importance of the uncertainty decomposition. We
add different level of noise to different data samples using
Equation 10.

xnoisy = xclean + α.ε ε ∼ N(0,1) (10)

where α is the amplitude of the noise that is different for
each data sample and is chosen form a uniform distribution
from 0 to 0.1, and ε is a white noise. As Figure 3 shows,
querying the label for the samples that are chosen based off of
epistemic (i.e., model dependent) uncertainty provides highest
improvement compared to using the combined or aleatoric
(i.e., data dependent) uncertainty. Moreover, the ratio proposed
in our method in Equation 8 achieves the highest personal-
ization performance. The reason for this is as follows: the
two uncertainty metrics have a complementary nature to some
extent meaning that in presence of novel data, both epistemic
and aleatoric uncertainties increase. However, the increase in
epistemic uncertainty in this case is much more significant
than the aleatoric uncertainty as the novel data is associated
with model dependent uncertainty (see Section VII-B). The
uncertainty ratio proposed in Equation 8 takes this observation
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Fig. 3. Effect of using different uncertainty metrics on personalization
performance

into account and helps the model to better understand if it is
facing uncertainty due to lack of training rather than noisy
measurements. In conclusion, Figure 3 provides the indication
on the importance of distinguishing between the types of
uncertainty for active learning tasks.

Figure 4 depicts the performance of personalization vs. the
number of queries form the user averaged over all the subjects
within each dataset. As the figure shows, our proposed method
achieves the highest accuracy compared to the other methods,
especially when the number of questions is very small. There
are two reasons: first, our method attempts to choose the most
important samples by taking into account the limitation on
the number of questions; second, it uses unlabeled data along
with the queried labels to adapt the feature extraction layers
to the new data. Based on Figure 4, by querying at least 60
and 140 data points from the user, in MoST and PAMAP2
datasets, respectively, our method can achieve more than 20%
improvement in the performance of the system compared
to the case of using no personalization for the new users.
Moreover, the acquired accuracy from the personalization by
querying only 200 data points from the new user is only 3.7%
less than the upper bound of using all labeled data from the
new user (i.e., 1700 datapoints in PAMAP2 and 400 data
points in MoST dataset on average).

B. Uncertainty metrics

To assess the quality of our uncertainty measurement tech-
nique and to better understand how they are associated with
different sources of uncertainty in sensor data, we investigate
three questions:
• How do epistemic and aleatoric uncertainties change

when the system is dealing with novel data?
• How do these types of uncertainty behave when dealing

with noisy sensor measurements? With last two questions,
we investigate whether these two types of uncertainties
are separable.

• Is there a relationship existing between these uncertainties
and misclassifications?

First, we analyze the behavior of the quantified uncertainties
when the system is presented with novel data. The novel data
is the data drawn from a different distribution compared to the
training data, and it could come from new activities for which
the system has not been trained, or new users that perform
activities differently. A good measure of uncertainty must
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Fig. 4. Personalization performance vs. number of queried samples through
active learning averaged over all the subjects

increase when the system is provided with novel unfamiliar
data. Herein we compare the uncertainty in three different
cases including testing on data same as the training data,
data of new subjects, and data of new activities, for which
the results are shown in Figure 5. In the first case (the navy
bar in Figure 3), we test the model with data from the same
distribution as the training (non-novel data). In other words,
the model is tested on the data of the same subjects and with
the same activities as in the training set. In this figure, it is
seen that all combined (Figure 5-a), epistemic (Figure 5-b)
and aleatoric (Figure 5-c) uncertainties are smaller compared
to when the model is tested on the data of new subject or new
activities (novel data). To test the model on novel data, in the
second case (the yellow bar), the model is trained on all but
one subject and is tested upon the data of the excluded (new)
subject. In the last case (the gray bar), we test the model with
the data of new activities that were not used in the training.
Expectedly, as Figure 5 shows, all combined (Figure 5-a),
epistemic (Figure 5-b) and aleatoric (Figure 5-c) uncertainties
increase when the model faces novel data (yellow and gray
bars in comparison to the navy bar). However, this increase
is much more significant in the epistemic uncertainty (Figure
5-b) compared to the aleatoric uncertainty (Figure 5-c). This
confirms the initial hypothesis about the type of uncertainties
and it is in line with prior reports [53]. In fact, it shows that the
epistemic uncertainty, which considers the model uncertainty,
is much more sensitive to the lack of training data compared
to the aleatoric uncertainty. By measuring this uncertainty, we
can realize if the input data is not familiar for the model. In
such cases, it is reasonable to solicit the user to get more
information about the activity label for retraining the model.

Second, we expect the uncertainty to increase in response to
noisy sensor measurements too. Thus, the second experiment
is devoted to the analysis of the effect of sensor noise on each
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Fig. 5. The uncertainty when the model is tested on novel data (averaged
over all the subjects). (a) combined uncertainty; (b) epistemic uncertainty; (c)
aleatoric uncertainty

type of uncertainties quantified in this study as shown in Figure
6. We seek to understand whether the uncertainty sourced by
the noisy data is distinguishable from the uncertainty of the
model sourced by lack of sufficient training data. We add syn-
thetic noise to data where varying level of noise is represented
in the X axis of Figure 6. Each axis of raw sensor data is
corrupted with a Gaussian noise, as described in Equation
10, with the only difference here being that we use various
constant values for α as depicted on the X-axis of Figure 6. It
should be noted that we chose the range [0,0.4] for α to better
show how the uncertainty changes in response to different
levels of noise in the data. We did not use larger values for α
because the noise dominates the signal and the data becomes
non-informative. As Figure 6 shows, the aleatoric uncertainty
(dashed navy line), which corresponds to the data, increases
consistently as the noise magnitude (and power) increases.
Contrarily, the epistemic uncertainty (dotted red in Figure 6)
does not show an increasing pattern as consistent as the
aleatoric uncertainty. However, we naturally expect to see an
increase in the uncertainty when the system is fed with noisy
data, and that is what is observed with the aleatoric as well as
the combined uncertainty, which is dominated by the aleatoric.
Hence, the decreasing pattern in the epistemic uncertainty, as
shown in Figure 6, indicates that this type of uncertainty is not
measuring the true data-dependent uncertainty due to noisy
signals. Combined uncertainty (solid navy line in Figure 6),
similar to aleatoric uncertainty, shows a steady increase which
is desired since the noisy data introduces challenges for the
predictions. This shows that the uncertainty increases when the
system is presented with noisy sensor measurements while it
can still capture the fact that this uncertainty is not caused by
the model not knowing the data but because the data is noisy.

Figures 5 and 6 show that the proposed measures of
uncertainty are sensitive to different sources of uncertainty and
this allows the system to understand which type of uncertainty
is being observed. Now we investigate the change in the
uncertainties when the output of the model is correct versus
when the predictions are incorrect. We expect to observe an
increase in the uncertainty when the classifier makes a mistake.
If this appears to be the case, then the system will be able to
detect potential errors and appropriately intervene. Figure 7
depicts the aleatoric, epistemic and combined uncertainties,
averaged for both correctly and incorrectly classified data
samples. According to the figure, the uncertainties in the
correctly classified data samples (the navy bar) are steadily



TBME-01311-2019.R1 10

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Noise Level (α)

0.020

0.025

0.030

0.035

0.040

0.045
Un

ce
rta

in
ty

0.0020

0.0025

0.0030

0.0035

0.0040

0.0045

Un
ce

rta
in
ty

Combined Uncertainty
Aleatoric Uncertainty
Epistemic Uncertainty

Fig. 6. The uncertainty of the model in presence of different noise levels
(averaged over all the subjects). X axis corresponds to values of α in Equation
10.

 (a)
0.000
0.025
0.050
0.075
0.100
0.125
0.150
0.175
0.200

Un
ce

rta
in
ty

Correctly classified
Misclassified

 (b)
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035

 (c)
0.000

0.025

0.050

0.075

0.100

0.125

0.150

Fig. 7. Comparing the uncertainty for the samples that are correctly clas-
sified by the classifier and the samples that are misclassified (a) combined
uncertainty; (b) epistemic uncertainty; (c) aleatoric uncertainty

lower than the ones that are misclassified (the yellow bar).
This indicates that the model makes more mistakes on the data
samples on which it is less certain. Therefore, the uncertainties
developed here can serve their true purpose.

To further investigate the effectiveness of the proposed
uncertainty metrics, we compare it to the Softmax output.
To accomplish this comparison, we first determine 0.075 as a
threshold on our combined uncertainty for distinguishing be-
tween certain vs. uncertain data samples based on Figure 7-a.
Surprisingly, 45% of all misclassified samples that are labeled
as uncertain by our system (i.e., their uncertainty is above
the threshold) have a Softmax output of higher than 0.95.
This shows that, even the misclassified samples that are not
located close to the decision boundary of the neural network
(i.e., Softmax is very certain about them) can be detected by
the proposed uncertainty metric. In other words, the proposed
uncertainty is capable of capturing the uncertainty even for
the samples that are far from the decision boundaries of the
classifier. Moreover, from all the misclassified samples, only
13% have the Softmax output of below 0.95, which shows the
inability of Softmax in detecting uncertainty corresponding to
misclassification, while 47% of them have been detected as
uncertain by our model. This shows the superiority of our
algorithm over Softmax regarding detecting the uncertainty to
mark misclassified samples.

C. Evaluating Components of the Proposed Model

The proposed personalization framework for human ADL
recognition consists of unsupervised retraining of the feature
extraction layers and supervised fine-tuning of the classifica-
tion layers using the labels that are acquired by the active
learning. In this section, we aim to analyze the effect of
each of those two components on the personalization perfor-
mance. Figure 8 compares the personalization performance
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Fig. 8. The effect of different components of the proposed method on
personalization performance

of our method when various components are disabled. As
the figure shows, in one hand, the accuracy of the ADL
recognition for new user (i.e., personalized model) drops by
5.4% when we do not retrain the feature extraction layers
in an unsupervised manner, and we only rely on supervised
fine-tuning of the classification layers. On the other hand, the
performance drops by 9.5% when we ignore the supervised
fine-tuning with the labels acquired by active learning, and
we only rely on unsupervised retraining. This demonstrates
the importance of supervised fine-tuning in personalization.
Overall, Figure 8 shows that the unsupervised retraining of
feature extraction layers and the supervised fine-tuning of
the classification layers using the labels acquired by active
learning are complementary, and both techniques are required
to obtain effective personalization.

VIII. CONCLUSION

We proposed a personalization framework for ADL recog-
nition using deep learning. The proposed method consists
of supervised fine-tuning of classification layers as well as
unsupervised retraining of feature extraction layers. For the
supervised fine-tuning we proposed an active learning tech-
nique to acquire labels for most important samples. To achieve
a more effective supervised active learning, we designed a
unified deep Bayesian neural network to detect different types
of uncertainties. Through experimental analysis, we demon-
strated how data-dependent and model-dependent uncertainties
could be distinguished and measured by the proposed method.
We leveraged the model dependent uncertainty to identify
the samples that are important to gain maximum accuracy
through fine-tuning the classification model. Our experiments
showed that in general, personalization is critical when an
ADL recognition system is used for a new user. Moreover,
using unlabeled data as well as labeled data acquired by active
learning, understanding the source of uncertainty, and limiting
the amount of interaction with the user to solicit labels while
designing the active learning method are vital components
to achieve the maximum personalization performance while
minimizing the burden on the users. The proposed method is
important to improve usability of ADL recognition systems
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that provide important contextual information for many mo-
bile health and wellness service applications such as patient
monitoring, assisted living, dietary and fitness monitoring.
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