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Wearable inertial devices are being widely used in the applications of activity tracking, health care, and
professional sports, and their usage is on a rapid rise. Signal processing algorithms for these devices are often
designed to work with a known location of the wearable sensor on the body. However, in reality, the wearable
sensor may be worn at different body locations due to the user’s preference or unintentional misplacement.
The calibration of the sensor location is important to ensure that the algorithms operate correctly. In this
article, we propose an auto-calibration technique for determining the location of wearables on the body by
fusing the 3-axis accelerometer data from the devices and three-dimensional camera (i.e., Kinect) information
obtained from the environment. The automatic calibration is achieved by a cascade decision-tree-based
classifier on top of the minimum least-squares errors obtained by solving Wahba’s problem, operating on
heterogeneous sensors. The core contribution of our work is that there is no extra burden on the user as a
result of this technique. The calibration is done seamlessly, leveraging sensor fusion in an Internet-of-Things
setting opportunistically when the user is present in front of an environmental camera performing arbitrary
movements. Our approach is evaluated with two different types of movements: simple actions (e.g., sit-to-
stand or picking up phone) and complicated tasks (e.g., cooking or playing basketball), yielding 100% and
82.56% recall for simple actions and for complicated tasks, respectively, in determining the correct location
of sensors.
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1. INTRODUCTION

Wearable computers are gaining significant popularity and are being widely used in
various applications such as remote health [Hung et al. 2004, Jovanov et al. 2005],
movement monitoring [Ghasemzadeh and Jafari 2011; Najafi et al. 2003], and human
computer interface [Chen 2001; Kjeldskov and Graham 2003]. Of particular interest
are inertial or motion-based wearable devices. Knowledge of the specific locations of
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the wearable inertial devices on the body is a prerequisite for the development of most
of the movement monitoring applications. Automatic calibration of the sensor locations
is valuable due to three factors.

First, the auto-localization/calibration of the on-body devices will enhance the adapt-
ability of these wearable devices. The design of pervasive wearable computers should
enable the user to adjust the placement of the device according to their lifestyles, activ-
ities, and preferences. For example, a user prefers to put his cell phone in silent mode
in his pocket if he is in a meeting, while he will prefer to keep it in his hand when he
wants to make a phone call or browse the web. The user may also strap the cell phone
to his/her arm as he/she is exercising to monitor his/her physical activities.

When it comes to the popular wearable activity trackers, some users may wear them
on the wrist in the form of smart watches. Other users may wear them on their feet
integrated into their shoes. Some users may prefer to wear them on the chest in the
form of chest bands. The smart monitoring signal processing and applications should
be aware of location changes and adaptively adjust themselves.

Second, the auto-localization of on-body sensors will make the collected data more
reliable in cases where the sensor location information is missing or the incorrect
information is entered by the user accidentally. With the emergence of the Internet-
of-Things (IoT), trillions of sensors will be a part of daily human life [Lee et al. 2014].
It is very possible that the sensor configuration information that includes the on-body
locations information will be missing for some sensors due to occasional errors. The
auto-localization technique will help provide this information, thus making the data
more useful and valuable.

Third, the auto-localization of the on-body sensors will reduce the setup time of highly
dense and cooperative body sensor networks. One example is the motion sensors—based
motion capture systems. They are attracting much attention due to their low cost, easy
setup, and ability to provide pervasive sensing when compared to the classic marker-
based motion capture systems using expensive cameras [Wu et al. 2014]. Although the
setup time is significantly reduced compared with the marker-based system, which
usually takes more than half an hour, it still requires a certain amount of effort to
place each sensor to the assigned body segment [Weenk et al. 2013]. With the auto-
localization techniques, the user just needs to place each of the sensors to different body
segments, and the system will detect which sensor is assigned to which body segment.
This feature can be leveraged as a service for wearable applications: the user puts the
sensors on, and auto-calibration will determine on which body segments the sensors
are placed. This information will then be relayed to the application to enable further
signal processing.

Similarly to the wearable devices, the number of low-cost embedded sensing devices
in the environment is increasing significantly. IoT infrastructures provide opportunities
for wearable devices to interact with these devices in the environment [Roggen et al.
2009]. These opportunistic sensor fusion paradigms have the potential to enable many
new applications, including the techniques under discussion in this article.

In this article, we propose a technique to determine the positions of the on-body
wearable devices by fusing the wearable accelerometer data and the human skeleton
information leveraged from 3D environmental cameras (i.e., Kinect). The two different
modalities (i.e., accelerometer and Kinect) in the cyber world are coupled to observe the
same physical entity (i.e., human body), thus enabling the calibration of one modality
using the other one. The remainder of the article is organized as follows. The related
work is reviewed in Section 2, and the preliminaries are introduced in Section 3. Our
proposed calibration approach is explained in Section 4, followed by experimental setup
in Section 5 and experimental results in Section 6. Finally, the conclusion is provided
in Section 7.
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2. RELATED WORKS

Several prior investigations have been proposed to localize the on-body locations of the
wearable sensors. Most techniques attempt to recognize the walking activity as the first
step, and after the walking is detected, the on-body sensor location is classified accord-
ing to the training models. In one work, a sensor location and orientation-independent
algorithm is used to detect walking, and then the specific motion characteristics of
walking is leveraged to identify the on-body sensor locations [Kunze et al. 2005]. Their
algorithms achieved a 100% accuracy for four sensor placements. Another proposed
approach can obtain an average of 89% accuracy in estimating 10 different sensor
placements with extensive experiments on 25 subjects [Vahdatpour et al. 2011]. In
contrast to Kunze et al. [2005], the latter work uses an unsupervised technique to
detect the walking activity such that the effort to define the models and patterns in the
setup phase is not required, and the walking model is defined during runtime. However,
due to the symmetry between the left arm and right arm or the right leg and left leg
during walking, these algorithms may not be able to distinguish the location between
the right leg and left leg or between the right arm and left arm. Another technique is
proposed to recognize the locations of wearable sensors with a full body motion capture
configuration (17 sensors) which was validated with 10 healthy subjects and 7 patients
[Weenk et al. 2013]. This work calculates a global coordinate for each sensor using
the 6s of walking at the beginning of each trial. The entire sensor data stream would
be projected to this global frame such that the orientation information of the sensor
is not required to detect the walking. A decision tree based on the C4.5 algorithm is
developed to determine the sensor positions.

In all of the above works, the walking activity has to first be detected, and the
on-body sensor localization is achieved by the classification algorithms specifically
working with the walking activity. In reality, walking activities may not always be
present. It will be more useful if the on-body location can be inferred from arbitrary
activities. An approach to determine five different on-body sensor placements from
arbitrary activities is proposed [Kunze and Lukowicz 2007]. This approach achieves up
to 82% accuracy while it classifies the locations with a 6min window. However, there
will be a large overhead for training the hidden Markov model (HMM), which needs to
capture many arbitrary activities. In addition, the classification for 6min of data will
be computationally expensive.

Our proposed approach calibrates the on-body sensor locations from the arbitrary
activities by leveraging the information from an environmental camera and requires
little to no training effort from the user at the setup phase. The work that comes clos-
est to ours is described in Bahle et al. [2013]. In their work, the vertical angle change
features are extracted for both five Kinect body segments and five inertial sensors,
and dynamic time warping (DTW) [Berndt and Clifford 1994] is used to align the sig-
nal from two modalities to eliminate any time synchronization issues. Meanwhile, the
Kinect segment that gives the smallest DTW distance is chosen for further considera-
tion. The correlation between inertial and Kinect signals according to the time stamps
is calculated, which serves as a confidence measure. The same procedure is repeated
5 times, and the body segment that offers the largest average confidence is determined
as the final location. Unlike the work in Bahle et al. [2013], we formulate the problem
as a 3D frame calibration problem, called Wahba’s problem, and our method deter-
mines the on-body sensor localization by solving this problem. The solution to Wahba’s
problem will also calibrate the sensor frame to the Kinect frame which is an important
step when these two modalities are used together for robust skeleton tracking applica-
tions [Helten et al. 2013; Pons-Moll et al. 2010]. Moreover, our approach only uses the
accelerometers to recognize eight sensor locations instead of using the combination of
accelerometers and gyroscopes to recognize five body locations in Bahle et al. [2013].

ACM Transactions on Embedded Computing Systems, Vol. 16, No. 3, Article 71, Publication date: July 2017.



71:4 J. Wu and R. Jafari

(a) Inertial sensor

(b) Kinect sensor

Fig. 1. Hardware description.

3. PRELIMINARY
3.1. Hardware Description

Figure 1(a) shows the 9-axis motion sensor with dimensions 1”x 1.5” that was designed
and developed in our laboratory [Bennett et al. 2014]. An InvenSense MPU9150 9-
axis microelectromechanical systems (MEMS) sensor is used to measure the 3-axis
acceleration, 3-axis angular velocity, and 3-axis magnetic strength. A Texas Instrument
16-bit low-power microcontroller (MSP430F5528) is used as the central processor. Both
a dual mode Bluetooth module and a microSD card unit are available on the board.
The user can choose to stream the data to a PC/tablet for real-time processing or log all
the data to the microSD card for long-term movement monitoring. A charging circuit
is included for the battery. Kinect is a low-cost RGB-Depth motion sensing device
developed by Microsoft as shown in Figure 1(b). It is widely used in applications of
motion tracking [Oikonomidis et al. 2011, 2012] and rehabilitation [Chang et al. 2011,
Lange et al. 2011]. Microsoft provides an application program interface (API) to obtain
the joint positions of the human body as captured by the Kinect, enabling real-time
skeleton tracking. In this article, the 3D joint positions and joint tracking states are
used in our algorithm. The body segment vectors are constructed from positions of
every two adjacent joints.

The accelerometer is the principal sensing modality used in this article. The
gyroscope and magnetometer sensors are not used in this article. The magnetometer
measures the magnetic field strength and is used as e-compass in some mobile phone
applications. However, it suffers from severe magnetic interference from environment
(e.g., the existence of metal pipes) and requires extensive calibration for different
locations [Crassidis et al. 2005]. The gyroscope measures 3-axis angular velocity and
is usually used with accelerometer as inertial navigation system (INS). However,
the power consumption of the gyroscope is much higher than accelerometer (e.g.,
the power consumption of gyroscope is more than 10 times the accelerometer in the
MPU9150 that we are using). As power consumption is crucial to a wearable device,
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Fig. 2. Example of accelerometer measurement during horizontal arm lifting movement.

many commercial wearable devices are only equipped with accelerometers for activity
recognition (e.g., Adidas Fit Smart, Fitbit Flex, Jawbone Up Move, Sony SmartBand
Talk). The power consideration is the main reason only an accelerometer is used in our
approach. Recently, very few wearable devices have begun to incorporate a gyroscope
to provide better motion tracking ability, although the battery lifetime is adversely
impacted. We will look into adding a gyroscope in our approach in future work. The
3-axis accelerometer measures the gravitational acceleration and non-gravitational
acceleration caused by motions (known as force specific acceleration). The force-specific
acceleration is also called dynamic acceleration in our article. Figure 2 shows an
example of how gravitational acceleration and force specific acceleration are measured
by an accelerometer during an arm-lifting movement of the user. The accelerometer
measures acceleration ay, a,, and a, in its local frame Xs, Ys, and Zs, where

Ay = Qyg + Qusfs (1
Ay = Qyg + Qysf, (2)
Qz = Ozg + Qzsf. (3)

Oyg, Qyg, and a,; are decomposed values of gravitational vector g along sensor local
frame Xs, Ys, and Zs. a,sf, aysr, and a,s¢ are decomposed values of specific force vector
asy along the X-axis, Y-axis, and Z-axis of the sensor local frame. The gravitational
acceleration g is caused by Earth’s gravity and points to the surface of the Earth. The
specific force is caused by motion and, in this example, it is caused by a horizontal arm
lifting movement. More details are presented in Groves [2013] and Savage [1998].

3.2. Definitions

Before introducing the details of our approach, the term definitions are summarized
in Table I to enhance the readability of the article and equations. We refer to each
sample or data point as a frame. For example, if the camera is capturing video at 30
frames per second, we will have 300 frames over 10s. If the accelerometer is sampling
at 200Hz, then we will have 400 frames over 2s. The 3D accelerometer measures
acceleration, which is a combination of acceleration observed due to movements and
the gravity along three axes of the sensor, and at each frame or sample it generates a
3x1 vector. f;j denotes the ith frame of jth accelerometer data. j is the index for each
wearable accelerometer and we are considering determining the location for multiple
accelerometers. The Kinect API captures the human skeleton, from which all joints
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Table I. Term Definition

Term Definition
f}m ith frame of mth Kinect body segment vector, it is a 3 x 1 vector
fcfj ith frame of jth accelerometer data vector, it is a 3 x 1 vector
d* the asynchronization delay between accelerometer data stream and
Kinect data stream
n Total number of samples in a window
aj; ith normalized jth accelerometer data vector in a window of n samples,

itis a 3 x 1 vector

Rmi ith normalized mth Kinect body segment vector in a window of n
samples, it is a 3 x 1 vector

Ajm Rotation matrix that transforms jth accelerometer vector to mth Kinect
body segment vector, 3 x 3 matrix

E(Ajm) The least-squares error after transforming all n samples of jth
accelerometer vectors to n samples of mth Kinect body segment vectors
in a window.

ejm The least-squares error between jth accelerometer and mth body
segment after solving wahba’s problem

positions in the Kinect frame are obtained. Two joints of a body segment construct a
body segment vector. At each frame, Kinect captures all joint positions, and segment
vectors are constructed. Each segment vector is a 3x1 vector. f%, is the ith frame of
the mth Kinect body segment vector. m is the index of each body segment (e.g., arm,
thigh). If the accelerometer sensor and Kinect sensor are perfectly synchronized, then

w and fr, measure movements occurring at exactly the same time. However, it is
not guaranteed that they will be strictly synchronized to each other and a delay of d*
frames may exist between two streams. This is because each sensor modality may have
its own clock. In IoT settings, we can always expect a lack of perfect synchronization
and delays due to wireless communications. Our formulation handles this issue. In this
article, we consider windows of data, and n is the number of samples in one window. a;;
is the normalized vector of f! » and kyy; is the normalized vector of fi . Ajmis arotation
matrix that transforms jth accelerometer vectors to mth Kinect segment vectors in a
window. e;,, is the least-squares error between the jth accelerometer and mth body

segment after solving Wahba’s problem.

4. PROPOSED APPROACH

In this investigation, we use eight wearable sensors attached to eight body segments,
which are listed in Table III. The body segments can be captured by Kinect cameras.
The objective of our approach is to find the correct location information for all 8 ac-
celerometers. To achieve this, we use observations made by two modalities and attempt
to match them with each other. The accelerometer measures both dynamic acceleration
due to movement and the gravity vector. The Kinect body segment vector measures the
same vector change as gravity change in the Kinect frame. Although the Kinect body
segment does not measure the gravity directly, the rotation of the body segment in the
Kinect frame is the same as the rotation of the gravity vector in sensor frame. Thus,
the accelerometer and Kinect segment observe the same rotations from two different
frames. Since the accelerometer measures the dynamic motion at the same time, we
applied a weighting method to reduce the impact of this part of acceleration, which is
explained in Section 4.3.3. Our approach transforms accelerometer-measured gravity
vector observations in a window to Kinect measured segment observations. If a sensor
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Fig. 3. Diagram of proposed approach.

is attached to a segment, after transforming the accelerometer vector observations to
the Kinect frame, then they will become the same vector observations as this Kinect
body segment vector observations. Therefore, we will get smallest transformation error
for this pair of accelerometer and Kinect segment compared to errors obtained between
this accelerometer and other Kinect segment vectors. This will be explained in detail
in Section 4.2.

This is the core idea of our approach. Our proposed approach is shown in Figure 3.
Motion sensors measure the 3D acceleration (ACC) data in the sensor local frame, and
the Kinect measures 3D joint positions of the human skeleton in the Kinect frame. A
low-pass filter is applied to the ACC data to remove the high-frequency noise. Details
of the preprocessing are articulated in Section 4.1. The joint position data are used to
construct the body segment vectors. We formulate the problem as the Wahba’s problem
and solve for the frame differences between the ACC vector observations measured from
one accelerometer and all the segment vector observations from eight body segments
measured in the Kinect frame. The exact body segment that has the sensor will observe
the same movement and thus the accelerometer vector observations and this body
segment vector observations are exactly same vector observations in two different
frames. For the accelerometer vector observations and the other body segment vectors
that do not include this sensor, if the accelerometer vector observations are transformed
to the other body segments vector observations, there will be a larger error. The errors
will be described in detail in Section 4.2. Using a minimum least-squares error acquired
after solving the Wahba’s problem between an accelerometer and all body segments, the
sensor is assigned to a certain body segment by a decision-tree-based cascade classifier.
The details are presented in Section 4.3.

4.1. Preprocessing

The accelerometer will have high-frequency noise that generates a large amplitude
peak in the signal. Since we are calibrating the coordinate differences frame by frame,
if the accelerometer vector with the high-frequency noise is used, the calibration error
will increase. As most human activities of daily living are at a low frequency and to
remove the high-frequency noise that exists in accelerometer data, a low-pass filter
is usually applied with a cut-off frequency of 4Hz—8Hz [Bartlett 2007]. In our article,
5Hz low-pass filter is applied. From the Kinect skeleton data, the joint positions are
obtained. Since the body segment vector information is required, we construct the
segment vectors from joint positions.

Synchronization of the two systems is important to our approach, because our algo-
rithm assumes each pair of vectors in the two different coordinate frames is observed
at the same time. However, our approach adapts the idea of opportunistic sensing and
the wearable accelerometer and vision sensor are fused in an opportunistic manner.
For example, a user wears his music player, which has an accelerometer, on his arm.
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Fig. 4. Example of a body segment rotation.

When he enters the gym and performs exercises, the camera at the door captures his
skeleton information. The skeleton information and accelerometer data are both sent to
the cloud, and our algorithm calibrates the location sensor on the cloud. Because of the
opportunistic nature of our approach, the accelerometer and camera are possibly not
well synchronized. The sampling rate of the motion sensor is 200Hz and the sampling
rate of the Kinect is 30Hz. The Kinect samples are interpolated using cubic splines to
200Hz. Canonical correlation analysis has proved to be effective to synchronize the au-
dio and video features before fusing them [Sargin et al. 2007]. In this article, we adopt
the same method to synchronize the Kinect and accelerometer data. As discussed in
Section 3.2, we denote the mth Kinect body segment and jth accelerometer data of the
ith frame by f%,, and f;;, respectively. The problem becomes finding the delay d* to
maximize the mutual information between the Kinect and accelerometer. After d* is
obtained, the two modalities are synchronized by shifting d* samples.

4.2. Wahba’s Problem Formulation

Wahba’s problem, first posed by Grace Wahba in 1965, seeks to find a rotation matrix
between two coordinate systems from a set of (weighted) vector observations [Wahba
1965]. In our technique, the accelerometer and Kinect segment observe the same phys-
ical movement if the accelerometer is attached to this body segment. It means that
3D accelerometer observations and 3D body segment observations from Kinect are the
same observations from two different frames. This is explained using Figure 4. Two
joints, A and B, construct a body segment. Kinect measures 3D position data of joints
A and B and the vector Vag can be easily constructed. Assume that this body segment
is placed in parallel to gravity; Vap can be thought of in the same way (a vector) as
gravity, since both of them will be normalized to unit vectors in our later formulation.
As a body segment moves from AB to AB/, the body segment vectors measured by
Kinect during this period can be considered as the gravity vector rotates from the AB
to AB' position. It is known that the gravitational acceleration measures the rotation of
gravity in the Earth frame [Madgwick 2010]. Thus, the normalized vectors measured
by Kinect and the normalized gravitational vectors measured by the accelerometer can
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be considered as the same vectors measured in different reference frames. As we dis-
cussed in Section 3.1, the accelerometer measures not only gravitational acceleration
but also specific force acceleration. Since there is no easy way to separate them, the
specific force acceleration will be considered as noise in our algorithm.

Let aj; be the ith normalized vector of the jth accelerometer in a window of n obser-
vations. k,; is the corresponding normalized mth body segment vector measured in the
Kinect frame. The normalization procedure for the accelerometer observation vector
and the Kinect body segment vector are the same. Both of them are three-dimensional
(3D) vectors and are normalized to corresponding unit vectors, which are required by
the Wahba problem formulation. A, is a 3 x 3 rotation matrix that transforms the
Jth accelerometer vectors to mth Kinect body segment vectors. The rotation matrix is
an orthogonal matrix. To solve for the rotation matrix, we attempt to minimize the
least-squares error cost function as shown in Equation (4). In Equation (4), E(Ajn)
is the weighted least-squares error between all n observations of mth Kinect body
segment and n transformed jth accelerometer observations with rotation matrix Aj,,.
Equations (5)—(10) show how the rotation matrix Aj,, is determined and after Aj,, is
identified; we will obtain the least-squares error E(Aju,). This error is the principal
deciding parameter used with our classifier at a later stage,

1 n
E(Ajm) = 3 Zl Wi | Femi — Ajm@jil?, (4)
1=
where w; is non-negative observation weight. The cost function can be rewritten as
n n
E(Ajm) =Y w; — Y wikh;Aaj;. (5)
i=1 i=1

Next, we rewrite the cost function as
E(Ajm) = 1o — tr(AjmB5,) (6)
with

Ao = Z w;. (7)
i=1

and where Bjy, is defined as

n
Bj,= Z Wi i @ (8)
i=1
where tr is the trace of a matrix. The first useful solution to Equation (6) was provided
by Paul Davenport in Lerner [1978]. The same approach is used in this article to solve
this problem and Equation (6) can be rewritten with the quaternion representation as

E(Ajm(@) = 20 — q" K(Bjn)q, 9)

where K(Bjn) is the symmetric traceless 4 x 4 matrix as shown in Equation (10) and
q is a 4D quaternion that represents the rotation transformation instead of rotation
matrix Ajm,

Bj,, + BJT,,, — I3 3tr(Bjm) > wikmi X @i

K(B jm) = (O wikmi x a@;i)" L tr(B jm) ' o
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Fig. 5. The least-squares errors between eight wearable sensors and eight Kinect body segments.

It follows that the optimal quaternion is the eigenvector of K(Bjm) with the maximum
eigenvalue:

K(Bjm)qopt = )"maxqopta (11)

where g is the optimal quaternion solution to Equation (9) and A, is the maximum
eigenvalue of matrix K(Bjpy).

After the optimal quaternion is obtained, the least-squares mean error when cal-
ibrating the two frames is determined. In this article, we assign eight wearable ac-
celerometers to eight Kinect segments. The eight Kinect segments we consider are the
right upper arm, right forearm, left upper arm, left forearm, right thigh, right lower leg,
left thigh, and left lower leg. These are the eight possible body locations where a given
sensor will be worn. The eight errors between one sensor and eight body segments
are used to determine the location of this sensor in the following section. Although
we use the above-mentioned eight body segments for our experimental validation, our
technique can operate with a larger number of body segments.

4.3. Auto-localization

Figure 5 shows the least-squares errors between the wearable sensors and the Kinect
body segments. The nodes in the top show eight wearable nodes that need to be local-
ized. The nodes in the bottom part of the figure represent eight Kinect segments that
are discussed in this article. e}, is the least-squares error between the jth wearable
sensor and the mth Kinect segment solved in a window of observation as discussed
in Section 4.2. The Kinect segments are shown in Table III of Section 5. For each
wearable sensor, we have eight errors. The eight errors are the inputs for one cascade
classification to determine the location of this sensor. If there are n wearable sensors on
the human body, then they are treated independently, and the same cascade classifier
will be used for all of them. In this article, eight independent cascade classifiers are
needed to determine the locations of eight wearable sensors. In the following section,
the operation of the classifier for one wearable sensor is discussed.

4.3.1. Cascade Classifier. To determine the location of an on-body sensor, a cascade
classifier is proposed, as shown in Figure 6. In our approach, multiple windows are
used to determine the location of the sensor. Among all windows, some windows offer
well-pronounced motions and some other windows may not contain motion, which will
reduce their suitability to aid in the localization of on-body sensors. Thus, several
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Fig. 6. Cascade classifier with multiple decision nodes for the jth wearable accelerometer. Each cycle repre-
sents a decision-tree-based classifier at each time window. The decision-tree-based classifier is explained in
Section 4.3.2. Each classifier has its own input error set ES. ESj; is the input error set for the /th classifier
of the jth sensor. The output of each classifier is called qualifying set (@S), which may include multiple body
segments that can be assigned to the jth wearable accelerometer. The cascade will output the @S;, as the
target movement when the size of @S, becomes 1 and all the non-target locations are rejected. An example
is given in Section 4.3.1.

windows must be considered over time and the notion of a cascade classifier is used.
A cascade classifier is widely used in object tracking and face recognition [Lienhart
et al. 2003; Viola and Jones 2004]. The cascade classifier has a series of decision nodes,
since one single decision node is not enough to determine the classification result.
Each node will reject some non-target classification labels and the remaining potential
candidates will be passed to the next node. In our case, a single decision node is not
able to generate a single sensor location, as it can reject only some non-target locations.
Therefore, a cascade classifier is ideal for our application, and each decision node is a
decision-tree-based classifier, as discussed in Section 4.3.2. The input of the /th decision
node is error set ESj;, which is defined to include the least-squares errors between
the jth accelerometer and all the remaining qualified Kinect segments. The qualified
Kinect segments are the ones that have not been rejected yet. The output will be the
remaining qualified Kinect segment indexes after the non-target locations are rejected
by this node. These indexes form the qualifying set for each node. The qualifying set
for the /th decision node for the jth wearable sensor is defined as @Sj;. The following
example shows how the cascade classifier works. To determine the location of the jth
accelerometer, the input of the first decision node ES;; is {ej1, €2, .. ., €3}, since all the
locations are candidate locations. Based on the decision-tree-based classifier, which is
discussed in Section 4.3.2, if the locations 1 and 2 are rejected by this decision node,
then the output qualifying set @S;; is {3, 4, ..., 8}. In the second decision node, the
input ESjo is {ej3, €4, ..., €8}, in which we only consider the qualifying body segments.
Similarly, more decision nodes are cascaded until @S;, only has one element, which
means seven non-target locations are rejected by the former nodes and the only one
remaining segment will be the target location of jth wearable accelerometer. For each
decision node, the input error between accelerometer samples and corresponding Kinect
segments samples is considered over a 1.5s window. The window size is chosen as 1.5s,
since it is the time duration for most of the daily activities (e.g., sit-to-stand and pick
up a cup). The overlapping segment between two consecutive windows is set at 0.5s.

4.3.2. Decision-Tree Classifier. Each decision node in the cascade classifier itself is a

decision-tree-based classifier that will reject some non-target locations. Figure 7 shows
the decision-tree classifier, which is the classifier for each decision node in Section 4.3.1.
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Fig. 7. Decision-tree classifier.

The input of the /th decision node is the error set ESj;. The minimum error from the
error set is en;,, and for each error ej; in this set, we calculate ej;/e;,. We consider
this ratio instead of using the minimum error, because when two or more Kinect body
segments experience no movements, they will report similar errors. For example, if a
user remains in a sitting position and his lower body does not report significant motion,
with a sensor attached to the right thigh, then all lower body segments, including the
right thigh, right lower leg, left thigh, and left lower leg will have similar errors,
and the smallest is not necessarily the right thigh. The error should be sufficiently
discriminative to assist the classifier choosing the correct body segment. If the result
is smaller than a threshold, then the corresponding location will be classified as a
possible target location, and the index will be provided to the next classifier. If the
result is larger than or equal to the threshold, then the corresponding segment will be
classified as non-target location and will be rejected. The threshold is set at 4.5, which
is determined experimentally.

4.3.3. Weighting Method. From the problem formulation in Equation (4), there is a
weight parameter w; for each frame of error calculation. If all the observation samples
in one classifier window are of equal importance, then all the w; will have equal values
in this window, and all the values need to be normalized in this window. However, the
confidence of the accelerometer observations is related to the speed of the movement.
It is well known that the accelerometer measures the combination of the gravitational
and dynamic acceleration [Mizell 2003], and the gravitational acceleration is useful
information for our algorithm to track the rotations of body segments. If the dynamic
acceleration is too large, then our estimation error will increase. The raw weight for
observation sample i is defined as

B 0.yl — &l > 0.5g
g2/ +IIfLli — gD IIfl —gl < 0.58°

where g is the gravity constant. In Equation (12), if the absolute value of difference
between total acceleration amplitude and gravity constant is larger than 0.5g, the
weight is set to 0. It means if the amplitude of dynamic acceleration is larger than 0.5g,

(12)

w;
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Fig. 8. (1) Acceleration amplitude of an arm stretch activity, including fast and slow motion. (2) Normalized
equal weights and adjusted weights. (3) Errors for target location and average of non-target locations of
using a weight adjusting approach and an equal weight approach.

then the impact of dynamic acceleration is considered too high, and we do not consider
this sample. When the absolute value of the difference is smaller than 0.5g, we use the
sample but its weight is penalized based on how much it differs from the gravitational
acceleration g. Normalizing the raw weight in this window, we will obtain the weights
as

w; = w; i w;. (13)
i=1

Figure 8 illustrates how weight adjusting method performs better than if equal
weights are assigned to all samples for an arm stretch movement with combined fast
and slow motion. The user is asked to perform the complete movement at a slow speed
at first and then at a fast speed, followed by another slow-speed movement. The sensor
is attached to the right forearm. Figure 8(1) shows the acceleration amplitude during
this activity, and Figure 8(2) shows our proposed weight adjusting method, which
gives the slow-motion higher weight and the fast-motion smaller weight, since the
gravity vectors are affected more by the dynamic motion acceleration during the fast
motion. Figure 8(3) illustrates how weight adjusting method achieves smaller error
between sensor measurement and the target Kinect segment and a larger average
error between the sensor and non-target segments. This will in turn yield better
separation between the target and non-target locations.

As stated, we are using the rotations of gravity on the wearable accelerometer and the
Kinect body segment to determine the location of the sensors. The gyroscope can also
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Fig. 9. (1) Least-mean-squares errors between the left lower leg sensor and eight Kinect body segments.
(2) Tracking state of the left foot joint during the left lower leg kneeling activity.

give us the same information. There are three reasons why we do not use gyroscopes.
First, we will need to perform integration over gyroscope readings to obtain rotation
information that will introduce integration error impacting our localization algorithm.
Second, the accelerometer consumes less power, and it is readily available in most
wearable sensors. Third, the gyroscope captures the rotation along the vertical direction
of the Earth while Kinect segment vectors do not offer this information. This difference
will lead to poor performance if a match is done between these two modalities.

4.3.4. Kinect Occlusion Consideration. Kinect suffers from the occlusion (i.e., line of sight)
problem when some parts of the body are not visible. If an occlusion for a joint occurs,
then the position data will not be correct, which will decrease the performance of our
algorithm. To solve this problem, we look at the skeleton joints tracking state from the
Kinect API. The API offers three states: “tracked,” “inferred,” and “non-tracked.” When
the tracking state is “inferred,” it means the data are calculated from the other tracked
joints and the confidence in the data is low. The state “non-tracked” means the joints
are not available. In this article, if there are any “inferred” and “non-tracked” state for
any joint during the decision window, this decision window will not be considered and
the algorithm will process the next window. The reason for such a strict constraint is
that if the tracking status of one joint is not reliable, then it may result in a wrong body
segment vector that consists of this joint. The wrong body segment vector may result
in a false positive that adversely affects the decision of our algorithm. In future work,
we will improve our algorithm to also operate with “inferred” states.

Figure 9(2) shows that during the kneeling movement with the left lower leg, the left
foot joint is inferred for some samples, and the least-squares mean errors between the
left lower leg sensor and the eight Kinect segments are shown in Figure 9(1). Because
of the effect of the occlusion of the left foot, the error between the left lower leg sensor
and the left lower leg (#8) is much larger than the error with respect to the non-target
segment right thigh (#5). This will possibly result in misclassification, and hence it is
very important to eliminate these illegal cases before the classification takes place.

5. EXPERIMENT SETUP

To test the effectiveness of our method, two experiments are designed. In the first
experiment, we test our algorithm with a number of individual activities, which take
about 1.5s to complete. The activities are listed in Table II. For most activities, we list
two labels: left and right. These labels refer to which side of the body is used to perform
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Table Il. Daily Activity List

No(#) Activity No(#) Activity
1 Bend and grasp (right) 7 Sit to stand
2 Bend and grasp (left) 8 Stand to sit
3 Kick (right) 9 Arm lateral raise (left)
4 Kick (left) 10 Arm lateral raise (right)
5 Leg lifting (right) 11 Pick up phone (right)
6 Leg lifting (left) 12 Pick up phone (left)

Table Ill. Sensor Placement List

No(#) Sensor location No(#) Sensor location
1 Right upper arm 5 Right thigh
2 Right forearm 6 Right lower leg
3 Left upper arm 7 Left thigh
4 Left forearm 8 Left lower leg

the activity. For example, “Bend and grasp (right)” means this activity is performed
by right arm. In the second experiment, two complicated daily tasks—cooking and
playing basketball—are considered. For the first experiment, five subjects perform 10
repetitions for each activity. For the second experiment, the same subjects perform
3min of each task 3 times in the experiment area. Table III shows the eight sensor
placements for our experiment and their corresponding index numbers.

6. EXPERIMENT RESULTS
6.1. Results of Simple Activities

Note that the durations of the activities we investigate are about 1.5s and only one
window is used to determine the location. Thus, the outputs will be the outputs of
our first stage classifier. To look at the discriminative ability of each activity for each
location, two classification performance metrics (precision and recall) are discussed.
The definitions of precision and recall are as follows [Powers 2011]:

.. tp
precision = , (14)
tp+fp
tp
recall = ———, (15)
tp+/n

where #p is the number of true positives, fp is the number of false positives, and fn is
the number of false negatives for location recognition. We have eight locations with one
sensor on each location and the objective is to find a matching between sensors and
locations. The performance measures are considered for each location. If a sensor is
attached at one location, and it is classified to this location, then it would be considered
as tp. If the sensor is attached to another location and it is assigned to this location, then
it would be considered fp for this location. If this sensor is classified as another location
instead of the correct location, then it would be considered as fn. For each location,
the precision is the ratio between correctly recognized instances for this location and
the summation of correctly recognized instances and the instances that are recognized
as this location incorrectly by the algorithm. This measure provides how well the
algorithm can separate the false positives that are confused with the correct location.
The recall is the ratio between number of correctly recognized instances for one location
and the summation of the number of correctly recognized instances and the number of
instances that belong to this location and recognized as other locations incorrectly. It
measures how well the algorithm recognizes the correct sensor locations.

Figure 10 shows the recall and precision for all the locations from the 12 different
activities. The values are averaged for five subjects. From the three plots, we can see

ACM Transactions on Embedded Computing Systems, Vol. 16, No. 3, Article 71, Publication date: July 2017.



71:16 J. Wu and R. Jafari

(a) Recall and Precision for #1 - #4 Activities

0.8

0.6

o.4”

|
g linnnmunImnnmunnnmy

H1 H#2 #3 #4 #5 H6 #7 H8 #1 H2 #3 HA #5 H6 #7 #8 #1 #2 #3 #4 #5 H6 #7 H#8 H1 H#2 #3 #4 #5 #6 #7 #8

Bend and grasp(right)  Bend and grasp(left) Kick(right) Kick(left)

M recall M precision

(b) Recall and Precision for #5-#8 Activities

0.8

0.6

0.4 | ‘ ‘
0.2

I I Ak B

H1 H2 #3 #4 #5 H6 #7 H8 #1 H#2 #3 HA #5 H6 H7 #38 H1 #2 #3 H#4 #5 H6 #7 H#8 #1 #2 #3 #4 #5 H#6 H#7 #8

[y

Leg lifting(right) Leg lifting(left) Sit to stand Stand to sit

M recall mprecision

(c) Recall and Precision for #9-#12 Activities

0.8

0.6

Ll

0.2

o AUAIAEIL A 00 b 00NN

H1 #2 #3 #4 #5 H#6 #7 H#8 #1 H2 #3 HA #5 H6 H7 #8 H1 #2 #3 H#4 #5 H6 #7 H#8 #1 #2 #3 #4 #5 H#6 H#7 #8

[y

Arm lateral raise(left) Arm lateral raise(right)  Pick up phone(right) Pick up phone(left)

M recall M precision

Fig. 10. Recall and precision for eight locations from (a) #1—#4 activities, (b) #5—#8 activities, and (c) #9—#12
activities.
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that the recalls for all locations from all the activities are 100%, which means our
algorithm will not reject the true positives for the 12 daily activities. Note that for all
the simple activities, we can only investigate one-stage classification as the movements
are short (1.5s) and a high recall rate is the most important metric, since we do not
want the true positive instances to be rejected at every stage. In Figure 10(a), for the
Bend and grasp (right), the precisions of right upper arm (#1) and right forearm (#2)
are both at 50%, which means only one additional false positive is detected. For this
movement, the right upper arm and right forearm cause false positives for each other,
since they have similar motions. The same result is observed for bend and grasp (left).
For the first two movements, other locations have a smaller precision, because when the
sensor is attached to other locations, those body segments do not observe movements
leading to potential confusion among these body segments. For the kick (right) and kick
(left) activities in Figure 10(a), only thighs (#5 or #7) and lower legs (#6 or #8) of the
corresponding body side (right and left) have larger precision and all other locations
have a similar small precision, since they all do not move during the activities. For leg
lifting (right) and left lifting (left) in Figure 10(b), the right thigh (#5) and left thigh
(#7) have large precision values, respectively. It means leg lifting will reject most of the
false-positive cases when the sensor is attached to the thighs. In these two activities,
even though lower legs (#6 and #8) have major movement, they have small precision
values. This is because in the leg lifting movement, the lower legs are almost parallel
to gravity. They do not have major change along the gravity, and thus the gravitational
change measured by accelerometer is very small. Since the gravitational acceleration
change is the useful information to our algorithm and the force specific acceleration is
considered noise, low precision values are achieved. For the sit to stand and stand to
sit, the precisions of both thighs (#5 and #7) are bigger than the others due to the major
motion occurring at the thighs and our algorithm will give much smaller least-squares
errors between motion sensor and thighs than between motion sensor and the other
body segments. This will result in rejection of the other body locations. Similarly, for
sit to stand and stand to sit, the other body segments do not have major rotation along
the gravity, and it results in the poor precision.

In Figure 10(c), for the arm lateral raise (left) activity, the left upper arm (#3) and
left forearm (#4) have the same precision of 50%. During this activity, the forearm and
upper arm have the same rotations along the gravity vector, and they are the only false
positive for each other. For the other six body locations, there are no motions during
this activity, and they are the false positives for others. The activity arm lateral raise
(right) has the same explanation. For the pick-up phone activity, the precision for the
forearm (#2 or #4) and upper arm (#1 or #3) are both 100%. It means this activity will
determine the sensor location of the upper arm and forearm without any false positives.

As discussed in Section 4.3, our algorithm uses a cascade classifier to continuously
reject the non-target locations until only one remains, and it will be determined as the
target location. All the simple activities in this section can only construct one classifier
and cannot offer the final classification results. To explore the ability of the cascade
classifier, a varying number of sequences of simple activities are cascaded manually,
and the average precisions are analyzed. Since all the simple activities offer 100%
recall, any combination of them will also offer 100% recall.

Figure 11 shows the average precision for different numbers of combined simple
activities. The X-axis is the number of activities combined and Y-axis is the average
precision. Different lines represent different body locations. From the figure, we can
see that the precision changes for different locations are very consistent. Also, a com-
bination of 5 activities will achieve about 50% precision for all locations, which means
there is only one other location confused with the target location. A very sharp slope is
observed from #10 to #11. This means that when the activities increase from 10 to 11,
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Fig. 11. Average precision for difference number of combined simple activities.

there is very large increase in precision. Also, if all 12 simple activities are combined,
all locations will get 100% precision, which proves our algorithm will work well as long
as enough good movements are provided.

6.2. Results of Complicated Daily Motion Tasks

To further evaluate how our algorithm performs for complicated motion tasks, each
subject is asked to perform two complicated tasks (cooking and playing basketball) for
3min for each. They repeat each task 3 times. For this experiment, recall is used to
evaluate the performance of our algorithm. The reason why we look at recall is that
for a final decision, either it is correct or not correct. For correct instances, we consider
them as true positives and for incorrect instances, we consider them as false negatives.
Therefore, the recall measures the ratio between the correct recognized instances and
all the instances belong to this location.

Figure 12 shows the recall of different body locations for cooking and playing basket-
ball averaged on five subjects. From the figure, we can see that our algorithm achieves
good performance for both cooking and playing basketball. The average recall for both
tasks is 82.56%. For the cooking task, the recalls for the upper body locations (right
upper arm, right forearm, left upper arm, and left forearm) are slightly bigger than
the recalls for the lower body locations (right thigh, right lower leg, left thigh, and
left lower leg). This is because, for the cooking task, there is more motion involvement
from arms than from thighs and lower legs, and this will result in better discrimi-
native performance. For playing basketball, our algorithm offers similar performance
for both upper body locations and lower body locations, since they are both involved
in a large amount of motion. Also, it is observed from the figure that our algorithm
performs better for cooking than for playing basketball. The main reason is that the
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motion involved in basketball is much faster than it is in cooking. Our weighting
method partly addresses this issue, but if there are too many bad samples, it will lead
to slightly poorer performance.

Besides the final recall, we also look at how long it takes for the cascade classifier
to achieve the final decision. Figure 13 shows the time taken for the cascade classifier
to achieve the final decision for different locations of these two different complicated
motion tasks. The time is averaged from five subjects. From the figure, we can see that
for playing basketball, the classifier achieves a final decision for all locations in less
than 60s. This is because playing basketball consists of a lot of motions that can be used
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to reject non-target locations at this decision node. Although the performance is worse
than cooking, as discussed in Figure 12, the time taken to achieve the final decision is
less than that of cooking. For cooking, it takes longer for the four segments of the lower
body to achieve a final decision. The reason is that, for the cooking experiments, there
is much more upper body motion than lower body motion, which makes it easier and
faster to determine the sensor locations on the upper body.

7. CONCLUSIONS AND DISCUSSION

In this article, we proposed an effortless vision-assisted localization and calibration
technique for wearable inertial sensors. A cascade decision-tree-based classifier de-
termines the on-body sensor locations based on the least-squares errors obtained by
solving the Wahba’s problem between accelerometer and Kinect skeleton segment vec-
tors. Our proposed weighting adjusting scheme and the vision occlusion consideration
ensure that our approach operates robustly. We evaluate our approach with two exper-
iments: simple daily activities and complicated motion tasks. Our approach achieves
100% recall for simple actions and 82.56% recall for complicated motion tasks.

Wearable devices are important parts of IoT devices, and the on-body placement of
wearable devices is important to develop robust algorithms for different applications.
The calibration of the placement of wearables is important and should be accomplished
seamlessly. Fortunately, IoT settings provide opportunities to fuse information from
environmental and wearable sensors. These opportunistic fusion techniques enable the
calibration of one modality using other modalities. In our article, camera and vision-
based IoT devices help calibrate the placement of wearables. However, the same idea
can be explored between other modalities of devices. How diverse sensors can benefit
from similar techniques would be an interesting topic to investigate.

In our article, we assume the wearable data and vision device data can be extracted
for the same person and processed in the cloud. However, in reality, if multiple individ-
uals are appearing in front of the camera, then challenges associated with determining
who should be assigned to which wearable set must be addressed. Although this is out
of scope of our article, a possible solution for the extension of Wahba’s is to include a
larger number of sensors and body segments from multiple users.
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