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Abstract— This paper presents an approach to detect and 
recognize actions of interest in real-time from a continuous 
stream of data that are captured simultaneously from a Kinect 
depth camera and a wearable inertial sensor. Actions of interest 
are considered to appear continuously and in a random order 
among actions of non-interest.  Skeleton depth images are first 
used to separate actions of interest from actions of non-interest 
based on pause and motion segments. Inertial signals from a 
wearable inertial sensor are then used to improve the recognition 
outcome. A dataset consisting of simultaneous depth and inertial 
data for the smart TV actions of interest occurring continuously 
and in a random order among actions of non-interest is studied 
and made publicly available. The results obtained indicate the 
effectiveness of the developed approach in coping with actions 
that are performed realistically in a continuous manner. 

Keywords— Real-time continuous action detection; action 
recognition from continuous data streams; simultaenous utilization 
of depth images and inertial signals for action recognition.  

I. INTRODUCTION 
Human action recognition is an extensively researched 

topic with a wide span of applications such as human-computer 
interaction, gaming, and rehabilitation. Different sensors or 
sensing modalities have been used for human action 
recognition including video cameras, depth cameras, and 
inertial sensors. For example, video camera images were used 
in [1] to perform human action recognition using 3D SIFT 
(Scale Invariant Feature Transform) based descriptors; depth 
camera images were used in [2] to conduct human action 
recognition using depth motion maps; and skeleton data from 
depth cameras were used in [3] to characterize different human 
actions. In [4-7], human action recognition was performed by 
using temporal and statistical features of inertial signals 
acquired from wearable inertial sensors. In [8-11], the data 
from both a depth camera and an inertial sensor were used 
simultaneously to achieve human action recognition with high 
accuracy. 

It is important to note that the bulk of the research on action 
recognition has involved recognizing actions that are 
segmented into single actions. That is to say, data to process 
contain only a single action of interest. However, in practice, in 
applications such as smart TV and gaming, one needs to deal 
with recognizing an action of interest in real-time when there is 
a continuous stream of activities by a subject.  In such cases, it 

becomes more challenging to accurately detect and recognize 
actions of interest. Our objective in this paper is to address this 
more challenging problem, that is to say, data to process are not 
segmented single actions but non-segmented actions of interest 
that appear continuously and in random order among actions of 
non-interest. Hence, in this work, both the detection and 
recognition processes are addressed within the same 
framework. First, actions of interest are separated from actions 
of non-interest and then the detected actions of interest are 
classified or recognized in real-time. In [12], a continuous 
recognition approach was discussed using only a depth camera, 
however, the continuous dataset used contained only actions of 
interest with no actions of non-interest randomly occurring 
between actions of interest. 

This work presents an approach for real-time detection and 
recognition of actions of interest from a continuous data stream 
of activity by simultaneous utilization of a depth camera and an 
inertial sensor. Such data streams are considered to contain 
actions of interest randomly occurring among some arbitrary 
actions of non-interest. There are two main attributes that 
distinguish this work from the previous works on action 
recognition: (i) compared with the scenario of performing only 
actions of interest, a more realistic scenario of continuous 
activity is considered where actions of interest are performed 
continuously and in a random order among actions of 
noninterest, and (ii) a depth camera and an inertial sensor are 
used simultaneously for such a scenario.  

The remainder of the paper is organized as follows: Section 
II provides a description of the two differing sensor modalities 
used. Section III describes the continuous dataset collected and 
examined for the experiments. The details of the approach 
developed are then provided in Section IV followed by the 
results and their discussion in Section V. Finally, the paper is 
concluded in Section VI. 

II. SENSORS UTILIZED 
The sensors used in the developed approach include a 

Kinect v2 depth camera and a wearable inertial sensor. The 
Kinect camera is a depth camera that is widely used for human 
action recognition. A picture of this camera is shown in Fig. 
1(a). The Kinect SDK [13], which is a publicly available 
software package, provides 3D spatial positions of 25 skeleton 
body joints that are derived from depth images. Fig. 1(c) shows 



the skeleton joints that Kinect v2 generates from captured 
depth images. As will be explained in Section IV, our approach 
uses these joint positions to segment a continuous stream of 
activity into pauses and motions as a prelude to action 
recognition. 

The wearable inertial sensor used is a small wireless body 
sensor discussed in [14]. A picture of this inertial sensor is 
shown in Fig. 1(b). The sensor generates 3-axis acceleration 
and 3-axis angular velocity signals, which are wirelessly 
transmitted to a laptop via a Bluetooth link. It is worth 
mentioning that although wearing multiple inertial sensors on 
different parts of the body can increase the robustness of the 
system, due to the intrusiveness and thus the practicality aspect 
associated with wearing multiple inertial sensors, only one 
inertial sensor is used in this work.   

III. CONTINUOUS ACTIONS DATASET 
Since the aim of this work is the recognition of some 

actions of interest from a continuous stream of activity, and 
given that there is no publicly available dataset that provides 
both a continuous and simultaneous stream of depth and 
inertial data, we have put together such a continuous dataset for 
the wrist actions involved in smart TV gestures. The dataset 
incorporates continuous streams of data that are simultaneously 
collected from the two differing modality sensors mentioned in 
Section II. The smart TV gestures include ‘Waving a Hand’, 
‘Flip to Left’, ‘Flip to Right’, ‘Counterclockwise Rotation’ and 
‘Clockwise Rotation’. 

For data collection, the subjects performed the actions in 
front of a Kinect v2 camera while wearing the wearable inertial 
sensor on their right wrist. The data from the two sensors were 
synchronized by using the time stamp scheme described in [9]. 
For training, the subjects were asked to perform a single action 
of interest at a time and both depth and inertial data were 
recorded simultaneously. During actual operation or testing, 
the subjects were asked to perform the actions of interest in a 
continuous manner while randomly performing actions of non-
interest in-between the actions of interest. Examples of actions 
of non-interest included picking up a water bottle, drinking 
water, wearing a pair of glasses, etc.  As a result, a typical data 
stream consisted of both actions of interest and actions of non-
interest appearing in a random order. Note that the subjects 
were given complete freedom to choose their own actions of 
non-interest while staying within the field of view of the Kinect 
camera. 

Two scenarios were considered for data collection. The first 
scenario was done in a subject-specific manner in which the 
training and testing data were collected for the same subject. 
During training, a subject was asked to repeat each of the 5 
actions of interest 15 times. For testing, continuous sets of 
actions were performed 6 times. In each set, the subject 
performed the 5 actions of interest with several actions of non-
interest conducted randomly in-between the actions of interest 
in a continuous manner. 

The second scenario was done in a subject-generic manner, 
i.e. training and testing data were collected from 5 different 
subjects. For training, the 5 subjects were asked to perform 
each of the 5 actions of interest 5 times, resulting in a total of 
125 data streams consisting of simultaneous depth and inertial 
data. For testing, each subject performed the actions of interest 
with some actions of non-interest conducted randomly in-
between the actions of interest in a continuous manner. This 
continuous dataset is made available for public use and can be 
downloaded from http://www.utdallas.edu/~kehtar/UTD-CAD-
Both.htm. It is worth noting that this dataset is different than 
the one we previously reported in [9], which includes 
segmented single actions. 

IV. DEVELOPED CONTINUOUS ACTION DETECTION AND 
RECOGNITION APPROACH 

The approach developed in this paper relies on breaking 
down a continuous stream of skeleton activity data into pauses 
and motions, similar to the approach reported in [15-17]. A 
variable length Maximum Entropy Markov Model (MEMM) 
classifier is used in order to detect the presence of an action of 
interest in continuous data streams. This classifier operates 
similar to a Hidden Markov Model (HMM) classifier but is 
computationally more efficient to enable real-time operation. 
The acceleration and rotation signals from the wearable inertial 
sensor are used to remove false positive cases or to improve the 
recognition outcome by using a Collaborative Representation 
Classifier (CRC) as discussed in [18]. A block diagram of the 
components of the developed approach appears in Fig. 2. Note 
that the detection or segmentation task only uses the skeleton 
data, while both the skeleton and inertial data are used for the 
recognition task. 

 
(a) (b) 

 
 
Fig. 1. (a) Kinect depth camera (b) wearable inertial sensor (c) human 
body skeleton joints obtained by Kinect v2 



 

 
 
 
 
 
 
 

Fig. 2. Components of the developed continuous action detection and 
recognition approach 

 

A. Training 
Any continuous action is described as a sequence of pauses 

and motions. A training model similar to the one discussed in 
[17] is used to segment an activity sequence into pause and 
motion segments. In what follows, it is discussed how the 
model is modified in order to deal with a continuous data 
stream. 

Pauses and motions from skeleton data are obtained by 
computing the length-invariant Normalized Relative 
Orientation (NRO) of the joints with respect to their rotating 
joints as follows: 

 
(1) 

where  and  denote 3D locations of the  and  joints, 
respectively, and  is the joint about which joint  rotates and 

 denotes the Euclidean distance.  

 Let  represent a sequence of NRO 
features, where  indicates the 
NRO features of the joints at frame . Based on a reference 
NRO ( ), a so called potential energy at frame  is computed 
as follows: 

 (2) 

Then, the following potential difference at frame  is obtained: 

 (3) 

If the potential difference of data frames becomes less than a 
very low value close to zero (for example, for the dataset 
collected in this paper, 0.04 was found low enough to identify 
the start and end of all the motion segments), they are labeled 
as a pause segment, otherwise they are labeled as a motion 
segment. An example of pause and motion segments for the 
action ‘Waving a Hand’ is shown in Fig. 3. The horizontal 
portions represent pause segments and varying portions 
represent motion segments. 

Based on pause and motion segments, a codebook for 
pauses and motions is then set up which is used for action 
recognition via a variable-length MEMM classifier. Basically, 
an action is characterized by its sequence of motion segments. 

Similar motion segments occur in some actions of interest, 
for example the actions ‘Waving a Hand’ and ‘Flip to Left’ 
begin similarly, i.e. their first motion segments are similar. 
Hence, unlike [17], clustering is first applied to motion 
segments using a Gaussian Mixture Model (GMM) to group 
similar motion segments. The cluster representatives are used 

for action detection. The clustering is carried out by dividing 
each motion segment into three equal portions. Then, the 
averaged features from each of these three portions of motion 
segments are computed and used to cluster motion segments of 
an action into  clusters. 

Next, the transition probabilities amongst the clusters are 
obtained. Since a pause segment is present between two motion 
segments, for every pair of motion clusters  and , the 
mean feature of the pause segments is obtained and stored in a 
so-called ‘dynamic cluster’ . This way, a 
codebook of motion and pause clusters is generated from the 
training data. 

B. Detection and Recognition 
The task of continuous action detection and classification or 

recognition is carried out using likelihood probabilities. As the 
skeleton data is generated frame by frame, the corresponding 
NROs are generated and potential differences are used to 
classify the segments as pause or motion ones. Whenever a 
motion segment ends, the likelihood probabilities of the motion 
segments are obtained for each motion cluster. The likelihood 
probability of a motion segment for a motion cluster  of an 
action  is obtained as follows: 

(4) 

 (5) 

where  denotes the feature vector corresponding to the three 
portions of a motion segment and  denotes the feature 
vector of the  motion cluster of the  action. 

Similarly, the likelihood of a pause segment to lie between 
the motion clusters  and  of an action  is obtained as 
follows: 

 (6) 

 (7) 

 
Fig 3. Pause and motion segments in the action ‘Waving a Hand’ 
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where  denotes the mean feature vector of a  pause segment 
and  represents the feature vector of the pause 
cluster associated with the motion clusters  and  of the 

 action. 

Once the likelihood probabilities are obtained, the 
variable-length MEMM classifier is used to assign the 
probability of a motion segment for each of the action classes. 
If the probability of a motion segment is greater than a set 
threshold, to be discussed later, the presence of an action of 
interest is indicated and the segment is assigned to the action 
class with the likelihood probability greater than the threshold. 

C. Inertial Data 
The probability threshold impacts the detection and 

recognition outcome for a continuous data stream. If the 
threshold is set too low, the rate of incorrect detections will be 
high, i.e. many actions of non-interest will be classified as 
actions of interest. On the other hand, if the threshold is set too 
high, actions of interest will be missed. It is therefore important 
to set the threshold such that the highest number of actions of 
interest are detected while minimizing the number of wrong 
detections. 

The data from the inertial sensor are used to improve the 
detection accuracy by ruling out false detections. A CRC 
classifier is used here for this purpose. Whenever the likelihood 
probability of a particular motion segment using the skeleton 
data is greater than the threshold, the inertial data are used to 
verify the detection. Based on the CRC classifier, a residual 
error for each class is obtained and the segment is assigned to 
the class corresponding to the minimum error. If the detected 
action for a particular segment using the inertial data is the 
same as the one obtained using the skeleton data, that particular 
segment is considered to belong to that action, otherwise it is 
considered to be an action of non-interest. 

V. RESULTS AND DISCUSSION 
In this section, the results of the developed approach on 

continuous data streams are reported.  Since one cannot match 
the sequence predicted in a continuous data stream to serve as 
the ground truth, the evaluation framework proposed in [19] is 
used here. That is, a true positive was flagged whenever an 
action was detected within a window of 4 frames from the 
ground truth, while a false positive was flagged when the 
predicted action lied outside the window of 4 frames or when 
the action classified did not match the ground truth. The actions 
in the dataset examined contained a maximum of 4 motion 
segments, hence the number of motion clusters per action was 
set to 4, or , for the experimentations reported below. 

For each continuous data stream, the number of true 
positives, false positives and false negatives were found and 
the performance was evaluated based on F1 score discussed in 
[20-21]. This score is derived from the precision and recall 
indices that are defined as follows: 

 (8) 

 
(9) 

 
(10) 

where  denotes the precision index,  the recall index,  
the number of true positives,  the number of false 
positives, and  the number of false negatives. 

For the subject-specific scenario, the precision values, 
recall values and F1 scores that were obtained for different 
values of the probability threshold p with and without using the 
inertial data are listed in Tables I, II and III, respectively. As 
can be seen from these tables, for high threshold values, there 
were very few false positive detections resulting in a high value 
of precision.  For such cases, some of the true positives were 
wrongly rejected when using the inertial data, which led to a 
drop in the recall value. Furthermore, many of the true 
positives could not be identified, hence the F1 score became 
low. As the threshold probability p was decreased, the F1 score 
and the recall value improved since more and more true 
positives were detected. However, upon further decreasing the 
threshold probability p, the number of true positives did not 
increase much but the number of false positives grew, which 
was reflected in the decrease in the F1 score. 

As can be observed from the tables, the precision values, 
recall values and F1 scores improved when both the skeleton 
and inertial data were used. Note that the improvement when 
using the inertial data was more for the precision values as 
compared to the recall values. This is because the inertial data 
was used for the purpose of rejecting false positives.   

TABLE I. PRECISION VALUES FOR SUBJECT SPECIFIC SCENARIO

p values  Without Inertial With Inertial 
p=0.60 85.2% 94.1% 
p=0.55 82.4% 89.9% 
p=0.50 80.5% 89.1% 
p=0.45 74.7% 87.1% 
p=0.40 64.0% 76.4% 
p=0.35 51.6% 67.0% 

 

TABLE II.  RECALL VALUES FOR SUBJECT SPECIFIC SCENARIO 

p values  Without Inertial With Inertial 
p=0.60 61.6% 61.2% 
p=0.55 77.4% 75.1% 
p=0.50 86.7% 84.5% 
p=0.45 92.5% 93.5% 
p=0.40 92.9% 96.1% 
p=0.35 93.8% 97.1% 

 

TABLE III.  F1 SCORES FOR SUBJECT SPECIFIC SCENARIO 

p values  Without Inertial With Inertial 
p=0.60 71.5% 74.2% 
p=0.55 79.8% 81.9%
p=0.50 83.5% 86.7% 
p=0.45 82.7% 90.2% 
p=0.40 75.7% 85.1% 
p=0.35 66.5% 79.3% 

 



The precision values, recall values and F1 scores for the 
subject-generic scenario with different values of the threshold 
probability p are listed in Tables IV, V and VI, respectively. 
These tables show the results with and without using the 
inertial data.  

The best performance in both the scenarios was observed at 
the threshold probability of p=0.45 and at this threshold, the 
improvement in the F1 score by using the inertial data was 
about 8% for the subject specific scenario and 2% for the 
subject generic scenario. Due to large variations of the same 
actions associated with different subjects, in general, the 
subject specific scenario is recommended for any practical 
deployment.  

TABLE IV.  PRECISION VALUES  FOR SUBJECT GENERIC SCENARIO 

p values  Without Inertial With Inertial 
p=0.55 95.9% 100.0%
p=0.50 93.1% 97.7% 
p=0.45 85.1% 92.0% 
p=0.40 68.6% 78.5% 
p=0.35 55.4% 68.5% 
p=0.30 43.2% 53.2% 

 

TABLE V.  RECALL VALUES FOR SUBJECT GENERIC SCENARIO 

p values  Without Inertial With Inertial 
p=0.55 56.8% 56.0% 
p=0.50 70.8% 69.6% 
p=0.45 82.4% 79.2% 
p=0.40 89.2% 90.8% 
p=0.35 93.2% 96.0% 
p=0.30 95.6% 97.2% 

 

TABLE VI. F1 SCORES  FOR SUBJECT GENERIC SCENARIO

p values  Without Inertial With Inertial 
p=0.55 71.3% 71.7% 
p=0.50 80.4% 81.3% 
p=0.45 83.7% 85.1% 
p=0.40 77.5% 84.2% 
p=0.35 69.5% 80.0% 
p=0.30 59.6% 68.8% 

 

An important point to note here is that action detection and 
recognition were performed continuously in real-time (30 
frames per second). For each incoming depth image frame and 
inertial signals, the features were extracted and pause and 
motion segments were obtained in real-time. The classification 
was performed when a motion segment was completed. An 
example of the depth and inertial data for an action of interest 
and an action of non-interest in a test sequence is shown in 
Figs. 4 and 5, respectively. The vertical lines in Fig. 5 exhibit 
the segments associated with the actions of interest and actions 
of non-interest in the potential difference function. The other 
two graphs in this figure show the acceleration along the z-
direction for an action of interest and an action of non-interest. 
A videoclip of the developed continuous action detection and 
recognition approach running in real-time can be viewed at 
www.utdallas.edu/~kehtar/ContinuousAction.avi. 

 

 
Fig. 4. (a) Snapshots of depth images from an action of interest ‘Flip to Left’ 
(b) an action of non-interest ‘picking up and reading a book’ 

 

 
Fig. 5. Potential difference (top curve) and acceleration along z-axis (bottom 
curves) in an activity sequence consisting of actions of interest and actions of 
non-interest

VI. CONCLUSION 
In this paper, a real-time action detection and recognition 

approach has been introduced which is capable of processing a 
continuous stream of depth images and inertial signals, a more 
challenging scenario than the conventional single action 
scenario normally reported in the literature. Continuous data 
implies actions of interest occur in a continuous manner while 
having actions of non-interest randomly located in-between 
them. The developed approach was applied to a continuous 
dataset for the smart TV application by simultaneously using a 
Kinect depth camera and a wearable inertial sensor. The results 
obtained show the effectiveness of the developed approach 
when activities are done continuously. In our future work, we 
plan to apply this approach to other applications or other sets of 
actions of interest. 
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