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ABSTRACT

Body sensor networks (BSNs) are considered a great exam-
ple for cyber-physical systems due to their close coupling
with human body. Activity monitoring is one of the numer-
ous applications of BSNs. Continuous and real-time moni-
toring of human activities has many applications in health-
care and wellness domains. BSNs utilizing light-weight wear-
able computers and equipped with inertial sensors are highly
suitable for real-time activity monitoring. However, power
requirement is a major obstacle for miniaturization of these
wearable systems, due to the need for sizable batteries, and
also limits the life time of the system. In this paper, we
propose a low-power programmable signal processing archi-
tecture for dynamic and periodic activity monitoring appli-
cations which utilizes the properties of the physical world
(i.e., human body movements) to reduce the power con-
sumption of the system. The significant power reduction is
achieved by performing signal processing in a tiered-fashion
and removing the signals that are not of interest as early
as possible. Our proposed architecture uses wavelet decom-
position and is favorable for the discrimination of periodic
activities. The experimental results show that our architec-
ture achieves 75.7% power saving while maintaining 96.9%
sensitivity in the detection of target actions, compared with
the scenario where the signal processing is not performed in
tiered-fashion. This creates opportunities to enable the next
generation of self-powered wearable computers.
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1. INTRODUCTION

Long-term sensing and real-time monitoring of human
body movements has numerous applications in healthcare
and wellness assessment. This monitoring reveals impor-
tant information about the quality of life, specially in those
who suffer from diseases such as Parkinson [17], or going
through rehabilitation, for example after a knee surgery [2],
and provides the basis for home telecare paradigms. Using
the real-time activity recognition and classification, special
events or activities can be captured and the care provider
can be notified to take the appropriate action.

Advances in technology introduce light-weight wearable
computers which provide the essential sensing, computing
and communication platform needed for these monitoring
applications which are called Body Sensor Networks (BSNs).
BSNs are excellent examples of cyber-physical systems in
which BSN nodes are closely coupled with the physical world,
i.e., the human body. Several of these tiny nodes can be
placed on different parts of the body and closely monitor
and register every health related event on the patient as
well as the patient’s movements and activities. Sensor nodes
equipped with inertial sensors provide a mechanism for the
natural capturing of human body movements, with mini-
mum external intervention [3]. However, the size of battery
needed to power these nodes during the monitoring period
is one of the major obstacles which prevents the miniatur-
ization of these sensor nodes and limits their life time and
wearability. Moreover, the limited power source restricts
the processing power of the sensor nodes and imposes the
use of signal processing algorithms with low complexity, for
real-time classification.

Our ultimate objective in the design of BSNs is to create
batteryless units which can use body heat or body move-
ments as the source of energy. However, the power budget
of these sources is in the order of yW. Current state of the
art low-power microcontrollers still require the power bud-
get of a few mW or a few hundreds of yW and are not
suitable for this purpose. ASIC design can satisfy the power
requirement, but it is not programmable and is restricted to
a specific application. BSN applications, on the other hand,
have specific properties that guide through a more efficient
approach for signal processing.

Despite the necessity of continuous monitoring, many BSN
applications are interested in specific events during the mon-



itoring period. Such events (e.g. walking) occur sparsely
with a low duty cycle (< 5%). Signals in these applications
are governed by specific physical models of human body. For
example, the user may walk slowly or quickly, that will affect
the duration and the signal lengths, but we do not expect to
observe a 50 g acceleration. Furthermore, the signals change
slowly, thus, sampling rates in these applications are low
(< 100H z) which enables slow speed processing. Based on
these physical properties, we observe that the majority of the
signals that we collect may not be of interest and may signif-
icantly differ from the target signal of interest. We exploited
these properties to propose the Granular Decision Making
(GDM) architecture based on template matching [13].

The intuition behind the GDM is to perform less exten-
sive but very low power (e.g., using less number of bits)
signal processing at the beginning. If a signal is an im-
mediate reject, GDM will not activate the remaining signal
processing modules. If a signal is likely of interest, the sys-
tem increases the decision accuracy and the power to make
more confident decisions. The processing modules for this
architecture are called Screening Blocks. The decision accu-
racy and the power of Screening Blocks can be adjusted by
several tunable parameters such as bit resolution, frequency
of sampling, etc. In the last level of this architecture, a mi-
crocontroller can be used to throughly process the signal,
or if no such processing is needed, GDM can be used to en-
able a data recording/forwarding mechanism. In either case,
GDM can remove the non-target signals as early as possible
while taking into account the physical properties of human
body movements and prevent the higher cost processing of
the non-target signals. This approach will provide a signal
processing which satisfies the W power budget, yet with
the benefit of programmability (i.e., Screening Blocks can be
programmed according to the target signal(s) in the applica-
tion, can work on various templates and the interconnections
between the Screening Blocks would be fully reconfigurable).
Parameters like bit resolution, sampling frequency and time
duration for template matching have been considered for
building the screening blocks in the prior work [9,10,13,14],
which are mainly applicable to non-periodic movements and
time domain analysis. Template matching is not the most
suitable method for the detection of periodic activities due
to variations in the intensity or the speed of performing such
movements.

Dynamic activities such as walking and running are an
important part of our daily movements. Type and intensity
of those activities provide important information about the
treatment and rehabilitation process in some diseases [20].
Discrete wavelet transform can be computed efficiently [6]
and is suitable for the discrimination of periodic activities.
To provide a more robust GDM approach, compared to tem-
plate matching, for the discrimination of dynamic and pe-
riodic activities, we introduce a GDM architecture which
employs wavelet analysis. We design the screening blocks,
based on features extracted using various levels of discrete
wavelet packet decomposition. Therefore, the tunable pa-
rameters for our screening blocks are the number of features
and the level of the decomposition for extracting features.
We also formulate the problem of finding the optimal path of
the screening blocks with minimum energy cost and provide
an optimal solution.

Our experimental results for a set of activities including
two different walking speeds, running, ascending stairs and
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a combination of other non-periodic movements illustrate
that our architecture can maintain 96.9% sensitivity while
reducing the power consumption of the overall architecture
by 75.7%.

2. PREVIOUS WORK

Several low power wearable systems are proposed for spe-
cific BSN applications which are pre-customized for spe-
cific signal processing, and are not generalizable or pro-
grammable. Examples are ultra low-power wearable biopo-
tential sensor nodes for ECG monitoring [25], an implantable
blood pressure ECG sensing with adaptive RF powering [5],
and a batteryless MEMS implant for cardiovascular appli-
cations [18]. A batteryless accelerometer device powered by
RFID mechanism was introduced [22]. It consumes ~15mW,
mainly by its microcontroller. It is unclear if =15mW is suit-
able for batteryless operation.

Various architectural and circuit level approaches have
been applied to design low power general processors for sen-
sor network applications. Using near threshold operation
and multi-threshold CMOS, authors in [11] introduced a
simple processor for ambient temperature sensing applica-
tions which consumes a few nanowatts, and only samples
temperature readings without significant signal processing.
To reduce the power cost of frequently used tasks, e.g., fil-
tering, [12] uses hardware accelerators in conjunction with a
general purpose microcontroller for processing rare events.
A sub-threshold processor for sensor applications is intro-
duced in [26]. Asynchronous techniques has also been used
to design processors for sensor network applications [7,15].
Our approach is complementary to those techniques and
considers the specific properties of signal processing in body
movement monitoring applications. Realization of our ar-
chitecture using those circuit technologies and design tech-
niques will result in much higher power savings for BSN
applications and wearable computers.

Several studies [16,19,23,24] have used wavelet analysis to
discriminate dynamic activities such as walking, running, as-
cending and descending stairs. There is not a unified method
to use wavelets for this task in the literature. A comparison
of frequency domain and wavelet features for the classifica-
tion of dynamic activities is done in [20].

GDM modules for BSN applications has been proposed
for time domain analysis using multiple bit resolutions [10],
mini templates [9] and dynamic time warping (DTW) [14].
Significant amount of power saving is achieved by reducing
the microcontroller’s active cycle. Those architectures use
template matching and are useful for the discrimination of
non-periodic actions. In this paper, we propose GDM ar-
chitecture using features which are extracted from wavelet
packet decomposition for frequency domain analysis. This
architecture is mainly applicable to periodic signals and dy-
namic activities. Our proposed architecture is fully pro-
grammable, while it operates with significantly lower power
budget (orders of magnitude smaller) compared to micro-
controller based solutions. The significant power saving is
achieved by exploiting specific properties that are unique to
the applications of movement monitoring.

3. PROPOSED ARCHITECTURE

Many BSN applications consider a specific or a small set
of movements or events, e.g., gait analysis only deals with
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Figure 1: Wavelet packet decomposition tree of a
signal of length 16 up to level 4, typical Local Dis-
criminant Bases (dashed boxes), and 3 most discrim-
inant individual bases at each level (gray).

walking. Based on this property, we propose an architec-
ture to reject non-target activities with a very low power
cost. Our architecture is based on wavelet extracted features
and is mainly applicable to dynamic and periodic activities.
Tunable parameters of our signal processing are the number
of features and the level of wavelet packet decomposition in
which those features are computed. The cost of processing
(power consumption) has a direct relation to these two pa-
rameters. We briefly introduce the use of wavelet features
for classification and our proposed architecture, in this sec-
tion.

Assume that we are sampling a quantity, e.g., accelera-
tion on a fixed position of the human body, continuously
and process it using a window (buffer) of size n. We refer
to this window as the signal, and use wavelet packet trans-
form to decompose it up to J = log, n levels. Fig. 1 shows
wavelet packet decomposition tree for signals of length 16
up to level log, 16 = 4. Local discriminant bases (LDB) [21]
was introduced to provide the best representation for the
discrimination of signals of various classes using wavelet de-
composition (e.g., dashed boxes in Fig. 1). This repre-
sentation is of the same length as the original signal. To
reduce the number of features for the discrimination task,
i.e., individual bases, authors in [21] use statistical mea-
sures such as Fisher’s class separability measure (or its ro-
bust version) to find the strength of each feature. Then, a
few most powerful individual bases (features) in LDB are
selected for the discrimination task. Our experiments on
real inertial data from dynamic activities show that often
using more features of higher levels in the decomposition
can produce more accurate results. However, higher levels
in the decomposition have higher computation cost, because
to compute an individual base at level j + 1, corresponding
bases at level j are required. We use this property to build a
hierarchical architecture which aims at rejecting non-target
actions at the lowest possible computational cost. Instead of
finding LDB, we treat each level of the decomposition sep-
arately. Using robust Fisher’s class separability measure,
we find up to K; most powerful individual bases at level
j=12,...,J. We build decision making modules at level
j which use k =1,2,..., K; most powerful individual bases
for acceptance or rejection of the signal. We call these de-
cision making modules Screening Blocks denoted by Bj k.
Screening blocks have different costs (i.e., power consump-
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Figure 2: Proposed Granular Decision Making ar-
chitecture, using optimal path of screening blocks.

tions) because they use different number of features and ex-
tract features from various levels. We propose a methodol-
ogy to select a path of screening blocks that will reduce the
overall cost.

Fig. 2 shows our proposed GDM architecture that uses
features extracted using wavelet packet decomposition and
an optimal path of screening blocks. To remove the redun-
dancy in the computation of features, a screening block may
also get some features from the previous blocks, if it is using
features of the same level. Each screening block processes
the signal and if it can confirm that the signal is likely to be
the event of interest, it triggers the next screening block for
further processing. Using this approach, we can reduce the
cost of processing of non-target signals by removing them
from signal processing chain as early as possible. In the
next two sections, we formulate the problem for finding the
optimum path of screening blocks and propose a solution.

4. PROBLEM FORMULATION

To formulate the problem, we model the GDM architec-
ture using a directed acyclic graph (DAG) G = (V, E). Each
screening block is represented by a node in this graph. We
also have two dummy nodes. First dummy node represents
the sensor, shown with By i, and the other, Bjyi,1 that
represents the microcontroller (or its substitution device).
Thus, we have

V={Bjklj=0,1,...,J+1;k=1,2,...,K;} (1)

where K; is the maximum number of individual bases which
will be considered in level j and Ko = Kj4+1 = 1. We as-
sume a predefined order for the screening blocks: by increas-
ing level (j), and at each level by increasing the number of
features (k). Thus we can define the set of edges in graph
G as:

E = {ej‘k*)j“k/'
j=01,....J+Lk=12,... K
i=5+1. 0+

poo [ kL2 K,
L L2,k

(2)
ifj' =3
if 5/ > 5

}

We assume that we do not need to further process signals
which are rejected by the earlier screening blocks. Therefore,



Figure 3: A model of the architecture up to level 2
of wavelet packet decomposition, considering up to
2 features at each level. Thick edges show a typical
path from sensor to the microcontroller.

the output rate of Bj would be a combination of its true
positive rate (tpr; k) and its false positive rate (fpr; ). The
output rate of Bj ; is defined as

3)

and it represents the percent of the signals which are ac-
cepted by Bj . The output rate of the sensor node to every
other node is 1, i.e.,

R7Y =tprj + fprix

RS =1 (4)

To build our architecture, we need to choose a path in
graph G, which starts at the sensor (Bp,1) and terminates
in the microcontroller (Bj4+1,1), e.g., the path shown with
thick edges in Fig. 3. Suppose a path starting from sensor
node as:

P={B (5)
where jo = 0 and ko = 1. Assuming Cost(j, k) as the
cost of processing at block Bj x, and using the fact that the
output rate of a screening block can not be greater than
its input, the total cost of processing for path P can be
computed as:

507];70’ Bj‘lafcl ’ B321k2’ e B}m jcnz}

Wp = Z Cost(j',-, ]ACZ) * R;:Lkl (6)
i=1
where
in _ . out out out
R}'i«f“i = min {1, R.;l»kl’ J2,k27 ") Rji—lvki—l} (7)

The goal is to find the minimum cost (minimum power
consumption) path from By to Bjt1,1. However, this is
not a straight forward shortest path problem because the
input rate of each block depends on the preceding blocks on
the path.

Another issue which adds to the complexity of finding the
optimum path, comes from the processing cost of the signal
in every screening block, which also depends on the selected
path. The processing in each screening block has two parts:
1. Computing missing features, 2. Classification (making
decision to accept or reject the signal). The computational
cost of the classification is deterministic and is directly re-
lated to the number of features (k for block Bj ). But the
cost of computing missing features is not predetermined.
This cost depends on the selected path and candidate (most
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discriminant) features at previous blocks. One type of de-
pendency occurs between the screening blocks of the same
level. In Fig. 3, consider block B2 2 as an example. Arriv-
ing at this block from B or Bi 2 requires the computation
of two features, while arriving from Bs 1 requires comput-
ing only one feature. Dependency might also exist between
the features (or bases) from different levels. This happens
because of the binary tree structure of wavelet packet de-
composition. Computing bases at level j, requires bases
from level j — 1, which depending on the path and selected
features, may already have been computed. Due to the com-
plexity that arises from this type of dependency, we assume
that screening blocks at each level compute their features
independent from other levels.

5. COST OF SCREENING BLOCKS
5.1 Cost of Features

An efficient way of computing discrete wavelet transform
of a signal is based on the lifting method [6]. In this work, we
use Haar wavelet, which is the simplest wavelet transform
and has the lowest computational complexity. One level of
decomposition of z[n] using (unnormalized) Haar wavelet
can be computed in the following steps:

din] = z[2n+ 1] — z[2n]

sinl = a(2n]+ 1dn] = L(@@2n] +aP2n+1) &)

where d[n] and s[n] are detail coefficients (high passed) and
approximation coefficients (low passed) respectively. These
computations can be repeated to find bases at the desired
level of the decomposition. As these equations show, de-
pending on the position of an individual base, we need one
addition, or one addition and one multiplication (or in this
special case, a right shift operation) to compute it from the
previous level of decomposition. Since the computation of
an individual base at level j requires 2 bases from level j—1,
we will need at most 29 — 1 additions and 27 — 1 shift right
operations to compute an individual base at level j, e.g., 63
additions and 63 shift right operations for a base at level
6. With a sampling frequency of 25 Hz, this translates to
1575 additions/sec and 1575 right-shifts/sec for computing
a single base at level 6.

5.2 Classification Using Quadratic Discrimi-
nant Analysis

To build light-weight screening blocks, we need to have
a simple classification rule for the extracted features. Dis-
criminant analysis is a good candidate for this purpose. It
computes the discriminant score of the observed features
for each one of classes and chooses the class with the best
score for that observation. Assuming normal distribution for
those observations, in Quadratic Discriminant Analysis [§]
the discriminant score for c-th class, and using k features, is
defined as:

de(X) = (X — 1) S (X = o) + In[Se| — 2l (9)

where X is k dimensional observation vector. p. and 3.
are the mean vector and covariance matrix for c-th class and
are computed using training data. 7. is the prior probability
for c-th class. The classification rule is to choose the class
with minimum d.(X), i.e., maximum posterior probability.
Although this method assumes normal distribution for data,
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Figure 4: Graph of Fig. 3 with topological ordering.

it is also a useful approximation for non-normal distributions
[1]. Since we have only one target movement, we have two
classes: target and non-target. However, we do not need to
compute the discriminant score of Eq. 9 for both classes.
We use a threshold based decision in each block and the
decision can be made only using the discriminant score of
the target class. By absorbing the constants of Eq. 9 into
the threshold value, screening block B; x will accept X if:
(Xik = 1) 25 0 (X = pgp) < thryy  (10)
thr; i, is a design parameter and is determined based on the
desired sensitivity (true positive rate) of the system (F).
This measure shows what fraction of the target actions are
being accepted as the target. The true positive rate of Bj
increases as thr,;, increase. However, this also increases the
number of non-target actions which are being accepted and
increases the false positive rate. Therefore, thr; is set to
the smallest value which satisfies the required true positive
rate of the system, i.e.,
tii'rj’k = argmintpr;, > F

thr; k

(11)

Note that the target class does not need to represent a
single action. A combination of several actions can be con-
sidered as the target. However, if those movements do not
appear to have similar representations, we may introduce
several (independent) decision paths. This does not change
the complexity of the proposed solution and will not affect
the power performance. Each target action may be viewed
separately and its decision path would be formulated indi-
vidually. Our experimental analysis considers the multiple
target-action scenario.

According to Eq. 10, Bj  needs k additions for the com-
putation of (X, r — pj,k). Since the covariance matrix is a
k-by-k matrix, k(k + 1) multiplications and (k + 1)(k — 1)
additions are required for the computation of matrix multi-
plication. Considering one addition for comparison, the total
computation cost of classification for B; x will be k(k+1) ad-
ditions and k(k+1) multiplications. For example, a decision
using 5 features needs 30 multiplications and 30 additions,
which means at 25 Hz sampling rate and making a decision
on every new sample, we need 750 additions/sec and 750
multiplications/sec.

6. SHORTEST PATH SOLUTION

As the first part of the solution, we assume that the com-
putational cost of features at each block is deterministic and
only the output rates of the screening blocks depend on the
path (Eq. 7). Despite this dependency, the solution for
our shortest path problem can be formulated by applying
the shortest path algorithm for directed acyclic graphs us-
ing topological ordering. Fig. 4 shows the sample graph of
Fig. 3 with topological ordering representation. To improve
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Figure 5: The converted graph of Fig. 3 to consider
the computation cost based on missing features in
screening blocks of the same level.

the readability, nodes are renamed to mi,ne,... based on
the order they appear in this representation. According to
the definition of the edges in the graph (Eq. 2), it is ev-
ident that nodes which appear after n; does not have any
effect on the path from sensor node (n1) to n;. Because if
a signal is processed by a screening block with higher deci-
sion accuracy, it does not need to be processed by screening
blocks of lower accuracy. For example, the only path from
sensor to ng is the path which directly comes from n; and
that node is the only one which can change the output rate
of ny. Similarly, there are only two paths from n; to ns:
directly from n1, and ni,n2,n3. Once the shortest path to
ns is found, we can compare the cost of these two paths and
find the best path from n; to ns. This best path to n3 also
determines the output rate of n3. Continuing the same pro-
cedure will lead us to the shortest path from sensor node to
the microcontroller.

To take into account the dependency for the cost of feature
computation in screening blocks of the same level, we build
a new graph G’ based on G. Node B, in G is converted
to k nodes Cjk.m;m = 1,2,...,k in G'. m in node Cji,m
represents the number of missing features this node needs
to compute. In G’, we have an edge from Cj g m t0 Cjr g/ m
when one of the following conditions holds:

{ j=jand k' >kand k¥ —m' =k
g T (12)
j >jand k' =m
Fig. 5 shows the converted graph of Fig. 3 using these
rules. The computational costs of the nodes in this new
graph are deterministic. Using the similar topological order-
ing for traversing the nodes as the first part of the solution,
we can find the shortest path from sensor to the microcon-
troller.

7. EXPERIMENTAL RESULTS

To measure the power consumption of our proposed ar-
chitecture, we not only have to consider the implementation
details of the architecture but also have to take into account
the characteristics of the data and sensor readings obtained
through BSNs and human subject studies. The latter in
particular is essential to assess the activation frequency of
the screening blocks, which will have a significant effect on
the overall power consumption. Chip implementation and
fabrication of the proposed architecture and in-situ valida-



Table 1: Power consumption of screening block B; s
(OI‘ 02,5,5)

Leakage | Dynamic | Total
0.53 uW | 6.85 uW | 7.38 yW

Table 2: Periodic movements in the experiments

No. Type Specification

1 Ascend stair step 45 stairs/min

2 Ascend stair step 60 stairs/min

3 Ascend stair step 75 stairs/min

4 Walk on treadmill 3 miles/hour, incline: 0%
5 Walk on treadmill 3 miles/hour, incline: 1.5%
6 Walk on treadmill 3 miles/hour, incline: 3%
7 Walk on treadmill 4 miles/hour, incline: 0%
8 Walk on treadmill 4 miles/hour, incline: 1.5%
9 Walk on treadmill 4 miles/hour, incline: 3%
10 Run on treadmill 6 miles/hour, incline: 0%
11 Run on treadmill 6 miles/hour, incline: 1.5%
12 Run on treadmill 6 miles/hour, incline: 3%

tion while the proposed architecture is worn on-body was
not feasible due to the cost prohibitive issues. Therefore,
we synthesized the proposed architecture using CAD tools
and measured the power consumption of individual screen-
ing blocks. We then applied the sensor readings acquired
using BSNs to the screening blocks to measure the power
consumption of the proposed architecture in-situ. This step
was performed using MATLAB and data obtained from sub-
ject studies, considering IRB approval and subjects’ permis-
sion.

To measure the power consumption of screening blocks, we
synthesized a simplified 8051 microcontroller using a 180 nm
standard cell library working at nominal voltage of 1.8 V,
which was deactivated upon finishing the processing required
for each screening block. We used the switching activity
annotations to get the power consumption of each screen-
ing block using Synopsys PrimeTime, which is shown for
Bz s (or Cy5,5) in Table 1 as an example. There is further
room to improve the power efficiency of each screening block.
However, this method provides a basis to illustrate the effec-
tiveness of the proposed GDM approach. There are several
techniques and technologies such as sub-threshold CMOS [4]
that can be applied to our architecture to further reduce the
power consumption and create more efficient circuits.

In order to get the inertial data of the activities, we per-
formed a set of experiments in which 4 subjects were asked
to perform a set of periodic movements in Table 2 and a
set of non-periodic movements and postures such as sitting,
sit-to-stand, standing, etc. Since those periodic movements
do not occur much in our daily living (e.g., <5% of time),
we constructed our data set such that 5% of its movements
are the movements of Table 2 and the rest are non-periodic
movements and postures. In reality, the portion of perodic
movements is much less than 5% and our architecture can
provide even higher power efficiency. Each subject wore 5
sensor nodes (Fig. 6) at the waist, knees and ankles which
utilize a low power TI MSP430 microcontroller and Blue-
tooth radio and were equipped with a triaxial accelerometer
and gyroscope sensor. The data of each movement were col-
lected for 30 seconds at 25 Hz sampling rate and 12 bits
resolution (for non-periodic movements, this duration has
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Figure 6: A sensor node equipped with a triaxial
accelerometer and gyroscope used for experimental
studies and data collection.

Table 3: Decision path for the detection of each ac-
tion w/ and w/o GDM for the desired sensitivity of
99%

Target Action w/o GDM w/ GDM

Ascending Stairs Ce,1,1 C3,11 = C321 — Ce,1,1
Walking at 3 mph  Cy 4.4 Cy1,1 =+ Ca21 —+Crap2
Walking at 4 mph (38,8 C311 —+C343—C3s.4
Running at 6 mph 03,777 03,272 — 0274’2 — 03’7’3
Walking C3,8,8 C31,1 =+ C332—C3385

been extended with more trials to provide the suitable bal-
ance in the data set). We used half of the data for training,
tuning the screening blocks and finding the best decision
path, and the remaining data for testing and verifying the
performance.

In our experiments, we used a window of 64 samples which
moves one sample upon arrival of a new sample. This win-
dow size covers at least one period of the slowest periodic
movement. We used 6 levels of decomposition and consid-
ered 10 most powerful bases at each level. The screening
blocks were fully designed and tested using MATLAB. All
computations were done using fixed point operations by mul-
tiplying the coefficients by appropriate constants. Results
were obtained using 12 MSBs of the square of the magni-
tude of the acceleration vector ( |lace|® = a2 +a2 +a?) from
left knee node.

Because the screening blocks have much less power con-
sumption than a typical microcontroller (which is a few
mW), comparing the results to a microcontroller would show
significant power savings of orders of magnitude. In our pi-
lot study, the signal processing exhibited suitable accuracy
so that a microcontroller for further processing may not be
required. Thus, to provide a fair comparison and highlight
the benefits of the GDM technique, we use the screening
block with the highest accuracy as the point of reference.
We find the optimal path of the screening blocks consider-
ing the highest accuracy screening block at the end of the
path (in place of the microcontroller in Fig. 2 and 3). In the
results, we compare two following scenarios: Scenario one
where the architecture only uses the most accurate screening
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Figure 7: Measured sensitivity w/ and w/o GDM.

B Without GDM B With GDM

90.0

80.0

70.0 -

60.0 -
50.0

40.0 -

Power Saving (%)

30.0

20.0

10.0 -

0.0 - T T T T
Ascending Walking at Walking at Running at Walking
Stairs 3mph 4mph 6mph

Average

Figure 9: Power saving using proposed GDM.
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Figure 8: Power consumption w/ and w/o GDM.

block for signal processing and essentially does not exploit
removing signals that are not of interest as early as possi-
ble (i.e., without GDM), and Scenario two where a path
of the screening blocks are used (i.e., with GDM). Regard-
less of the detailed implementation of the screening blocks,
this comparison can provide insight in the power benefits of
the GDM architecture. Table 3 shows the selected screening
blocks in these two scenarios for the detection of each peri-
odic activity. In this table, walking is a combination of two
walking speeds and the desired sensitivity was set to 99%.
Note that in case of using a single screening block (without
GDM - scenario one), it is required to compute all featues for
making a decision, so the number of missing features is equal
to the number of features that the screening block needs for
classification. Fig. 7 compares the measured sensitivity for
detection of each movement with and without GDM. By ap-
plying the GDM, in scenario two, we lost at most 2.3% of
sensitivity in the detection of the target action (when walk-
ing is used as the target action) because screening blocks are
not completely matched on the rejection decision. However,
at the expence of higher false positive rate, the threshold of
the screening blocks can be increased to improve the sen-
sitivity. Fig. 8 shows the power consumption in these two
scenarios which varies from 8.8 to 19.5 yW for the case of
without GDM and 2.7 to 4.4 W for the case of using GDM.
As Fig. 9 shows, our proposed GDM architecture could pro-
vide 68.8% to 83.8% power saving.

To elaborate further, Fig. 10 shows the decision path for
the detection of running along with the output rates of each
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Figure 10: The decision path and output rates for
the detection of Running and desired sensitivity of
99%.

screening block. Among sensor readings and data provided
to the first screening block on the decision path (Cs2.2),
1.25% represents the running activity. This screening block
accepts 2.36% of the incoming signals, where 52.6% of them
are true positives and represent our target action. The sec-
ond screening block, C3 4,2, rejects another 0.81% of non-
target actions (over all incoming signals at the sensor level).
The last block on the path accepts only 1.27% of all samples,
where 97.7% of them truly represent the target activity.

On average, our GDM architecture could provide 75.7%
power savings while maintaining 96.9% sensitivity on the
detection of target actions, compared to an architecture that
does not perform the decision making in a granular fashion.
We also report an average power consumption of 3.7uW for
our archirecture as shown in Fig. 8.

8. CONCLUSION AND FUTURE WORK

In this paper, we proposed a GDM architecture to discrim-
inate periodic activities for use in BSN applications. This
architecture uses wavelet extracted features to reject non-
target actions as early as possible, reducing the need for
higher cost signal processing. On average, we could obtain
75.7% power saving while maintaining 96.9% sensitivity on
real motion data from several activities. Detection of some
actions may require data form multiple nodes. Data fusion
from multiple nodes will be considered in our future work.
‘We will also investigate the effect of other parameters such as
bit resolution, sampling frequency, window size and wavelet
type on the accuracy, complexity and attainable power sav-
ings.
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